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Abstract

Restoring and reinventing historical portraits has long
been a challenging task in computer vision. In order to
faithfully reinvent the portrait images, it is necessary to not
only restore the color and reconstruct the 3D geometry, but
also extend to diverse artistic styles. Existing methods for
each specific task have made huge progress. However, they
struggle with conflicts between low-quality and accurate
restoration, which hinders their ability to meet all the cri-
teria in a unified model. To achieve these goals, HiStyle is
proposed by this project, a novel generative model for rein-
venting historic portraits, simultaneously supporting 2D to
3D reconstruction, gray to RGB conversion, and photo-to-
stylized image transformation. To achieve this, HiStyle pro-
poses a Generative Adversarial Network (GAN) inversion
technique to transfer a gray historical portrait into the la-
tent space of a 3D generator, restoring the lost color infor-
mation and meanwhile lifting the 2D image to 3D repre-
sentation. Besides, the powerful CLIP text-to-image large
language model is incorporated into 3D-aware GANs to re-
alize zero-shot text-driven style transformation. To support
more diverse styles, we additionally explore the power of
the latent diffusion model to synthesize multiple 2D style
extensions of the colorized images. The results demonstrate
significant improvements in the quality and diversity of the
generated images compared to existing methods for each
specific task. They also highlight the potential of 3D-aware
GANs for preserving cultural heritage.

1. Introduction

Historical portraits represent an important aspect of cul-
tural heritage, as they provide a glimpse into the past and
serve as a visual record of our history. As the Metaverse
opens a potential application to create immersive virtual ex-
periences with the interaction with historical people of dif-
ferent periods, a novel multi-task of reinventing historical
portraits is proposed by this project, required to fulfill the
following aspects: 1) colorization, i.e., attaching color to
old portraits can make it easier to visualize the past and
connect with history while enhancing the emotional impact

of historic portraits with visually relatable and realistic. 2)
stylization, i.e., the historic portrait stylization is a form
of artistic expression that can be extended to multiple me-
dia, allowing for creative interpretation and experimentation
with different styles and color schemes. 3) 3D lifting, i.e.,
3D representations of historical images can help to gain a
better understanding of historical people, and can also help
the general public engage with history in a more meaning-
ful way. However, the process of restoring and reinventing
historical portraits can be challenging due to the limitation
in quality, such as grayscale or low resolution.

With the rapid development of deep learning techniques,
various deep-learning models have been proposed to ef-
fectively address each problem individually, ranging from
early brute-force networks to more recent and meticulously
designed GAN [21]. For colorization, current Convolution
Neural Networks (CNN) based methods [11, 17, 31, 63] are
capable of the generation of color images that are visually
plausible and consistent with the original scene, while also
allowing for some degree of artistic freedom. However,
for the task of portrait, the general methods of coloriza-
tion fail to consider the diversity of humans and tend to
paint the portraits in a similar color, due to a lack of learn-
ing on the distribution of human faces. Stylization meth-
ods [20,24,26,33,34,57] are able to render the image in the
target domain while preserving the source content, but they
face the dilemma between the natural appearance of styles
and the desire for data. To balance the aforementioned two
parts, several works [23, 27, 32] focus on the single style,
while it limits to the incapacity of adapting to diverse styles
in real-world applications. Current methods of 3D recon-
struction can create digital 3D models of real-world objects
with the help of multi-view input images, while it is a task
of single-view reconstruction for historic portraits. Chal-
lenges of single-view reconstruction remain in terms of ac-
curately capturing fine details, and handling complex ge-
ometries. The problem has been even more severe when
handling incomplete or noisy input data, such as historical
images with low quality.

As the pipelines of the three different tasks are usually
diverse and hard to combine into a general model for his-
toric portraits, it is natural to ask a question: can a model be



built that can restore the color and 3D shape, and meanwhile
empower us to generate the extension of portraits in diverse
styles? In this project, a novel approach is presented to gen-
erally fulfill the colorization, stylization, and 3D represen-
tation that leverages the power of a pretrained text-image
model and the recent advances in 3D-aware image repre-
sentation.

First, the method proposed by this project is a GAN in-
version technique to transfer a gray historical portrait into
the latent space of a 3D generator, allowing us to restore
the color information that has been lost over time. Mean-
while, the inherent representation of the 3D-aware genera-
tor lifts the 2D image into 3D coordinates, reconstructing
the geometric shape of the original portrait. Besides, the
3D generator is further fine-tuned using the guidance of the
CLIP model [45] to transfer the style from a source domain,
such as a realistic photograph, to a target domain, such as
painting or fantasy. By combining the strengths of the text-
image model and 3D-aware image representation, a tech-
nique has been developed that can transfer the original 2D
historical image to a 3D colorful image. This is a significant
advancement over existing methods for reinventing historic
portraits, as it allows us to better preserve the cultural her-
itage of historical portraits by providing a more complete
and diverse representation of portraits.

However, the pipeline still faces two challenges, the re-
quirement of diverse data and the diversity of generated
images in the style domain. To transfer the portrait into
arbitrary styles, collecting diverse data on target styles is
pretty hard. Although CLIP-based [2, 10, 19, 42] methods
enable the 3D-aware model to realize zero-shot stylization
under the text guidance, the deterministic embedding of the
CLIP text encoder in the text prompt results in a significant
loss of diversity. As a result, the generative models in the
target domain may not retain the same level of sample di-
versity as those in the source domain. To address the above
challenges in our pipeline, this project additionally proposes
to augment the data on target styles for each specific por-
trait after colorization. The style images can enhance the
style diversity but are hard to collect, while the text-driven
methods release the data dependence but undermine the di-
versity of the generative model in target domains. There-
fore, the text to synthesize multiple 2D style extensions of
the colorized images is utilized via the power of latent dif-
fusion model [48]. With the use of the augmented target
images, the fine-tuning direction determined by the text is
disturbed and thus guides the generated images to various
targets for different specific identities. The process of 3D
domain adaptation is then conducted while ensuring both
diversity in the text and releasing the dependency on image
data.

Thanks to the proposed specific data augmentation, our
zero-shot 3D-aware generative model, dubbed HiStyle,

overcomes the challenges of the loss of diversity and fulfills
all three aforementioned aspects of a historic reinvention
task. In summary, our main contributions are:

• A novel network architecture is proposed for multi-
task portrait reinvention, which enables colorization,
style transfer, and 3D lifting in a unified framework.

• The diffusion model to 3D-aware GANs is introduced
for style data augmentation, solving the problem that
the text-driven generation lacks diversity in the target
style domains.

• The gray-inversion loss is proposed for the GAN inver-
sion of gray images, better restoring the natural color
of historic portraits.

2. Related Work

2.1. Image Colorization

The task of image colorization for historic images
aims to automatically add color to gray-scale images.
One approach to automatic colorization is learning-based
model [11, 17, 31, 63]. Deep colorization is one of the first
methods to introduce the deep neural network to the task of
colorization. To better learn the global and local informa-
tion of the input image, several works [25, 60, 64] proposed
to use two-branch network architecture to individually han-
dle the semantic maps and global content. However, the
above colorization models struggle with the task of color-
ing images containing multiple objects. In order to address
this problem, Su et al. [51] introduced the pre-trained detec-
tion model to realize an instance-aware image colorization
approach. The disadvantage of this approach is that differ-
ent color targets may have the same gray value, so the color
output will be an average result and the diversity of color
will be lost when these models process targets with multi-
ple colors.

To restore the natural color, another approach is to learn
the color prior to each specific class via adopting GAN.
These methods [7, 12, 28, 36, 37] learn a generator to gener-
ate diverse colors of an image and inverse the input gray-
scale images into its latent space. The GAN inversion
method has shown promising results in achieving high-
quality colorization of images with complex textures and
multiple objects. However, the GAN inversion is an unsta-
ble reconstruction that may fail to faithfully maintain the
details.

2.2. Style Transfer

Style transfer can be classified into image-reference
methods and text-guided methods in terms of the indication
of target style. Early methods for the image-reference style
transfer [20, 24, 26, 33, 34, 57] has been proposed based on



CNN. They are capable of synthesizing the image of the tar-
get style while keeping the source content. With the gradual
development of GANs, plenty of methods aim at the style
domain adaptation of pre-trained 2D generators with lim-
ited training images. However, these image-guided mod-
els are style-specific and constrained to the style which can
easily collect image data. To release the requirement of im-
age data in the style domain, text-guided domain adaptation
methods have been proposed for generative models with the
power of CLIP and diffusion model. StyleGAN-Nada [19]
proposes a fine-tuning scheme with CLIP-directional loss
that utilizes the text embedding to shift the domain of a pre-
trained generator. To get rid of the time-consuming opti-
mization phase of StyleGAN-Nada, HyperDomainNet [2]
and HyperStyle3D [10] leverage a hyper-network to di-
rectly predict the parameter offset of generators. Despite
the impressive results of style transfer and shape deforma-
tion, CLIP-based methods suffer from the limited diversity
among different identities due to the determinant target di-
rection guided by the textual loss. Furthermore, DATID-
3D [29] introduces the text-to-image diffusion model to
generate and filter the amount of style image data for the
training of generators, both enhancing the diversity and re-
leasing the requirement of manually collecting data. How-
ever, the results of DATID-3D severely depend on the filter
of style images synthesized by the diffusion model.

2.3. Single-image 3D Face Reconstruction

3D Reconstruction of a face from a single 2D image is a
long-standing challenge due to the insufficient information
in the input 2D image. With the publication of 3D Mor-
phable Models (3DMM) [3] the first general face represen-
tation, many following works [1, 4–6, 13, 43, 44] focus on
the method that estimates the parameters of 3DMM for fit-
ting the 3D model to the input 2D image. Furthermore, to
alleviate the 3D data dependence, learning 3D prior from
2D data is a natural idea that followed by recent deep learn-
ing techniques [52, 53, 55, 56]. Besides the parameterized
model, another approach to learning face prior from 2D im-
ages is the 3D-aware GAN [8,9,15,18,22,30,38–41,46,49,
50, 59, 61, 62, 65]. With the intrinsic NeRF-based 3D repre-
sentation, these generative models can render high-quality
face images in arbitrary viewpoints with multi-view consis-
tency. Additionally, several recent works propose to lever-
age the power of the diffusion model to imagine the 3D
model from a single image. In particular, Rodin [58] ex-
plored the combination of tri-plane representation and dif-
fusion model, achieving to generate realistic and editable
head avatars.

3. Method
Given a historic gray image Igray, we aim to colorize

the image via 3D-aware GAN inversion and then stylize the

colorized images under the guidance of text prompts. To
this end, we design a two-stage framework that fine-tunes
the 3D generator Gθ trained on a source domain, to a new
target domain without the requirement of any 3D or 2D im-
age training data. We first leverage a method for GAN in-
version to transfer the input gray images Igray into the W
space of the generator and design a specific loss to restore
the colorful image Icolor. Second, we adapt the pre-trained
3D generator across different style domains to generate the
stylized images Istyle under the guidance of the target style
images. Finally, to release the need of target-style images,
we employ a pre-trained text-to-image diffusion model to
synthesize several style images of the original colorized im-
ages Icolor which is used to enhance the diversity of style
transfer. The details are described as follows. The overview
of our architecture is shown in Fig. 1.

3.1. Preliminaries on EG3D

In our work, we build upon the concept of 3D-aware
GANs that employ NeRF [35] as the underlying 3D rep-
resentation. Several studies have explored this approach,
including works such as Graf [49], Pi-GAN [9], GI-
RAFFE [39], and StyleNeRF [22]. For our implementa-
tion, we draw inspiration from EG3D [40], one of these
3D-aware models, and utilize its pre-trained generator as
the source domain model.

The generator in EG3D adopts a tri-plane representa-
tion to convey the 3D scene information and utilizes an
implicit function to decode the tri-plane feature into vol-
ume density and color in 3D coordinates. Specifically, this
function takes the tri-plane feature sampled by a 3D co-
ordinate x = (x, y, z) ∈ R3 as input and generates per-
point volume density α (x) ∈ R+ and view-dependent color
c (x, ξ) ∈ R3, where ξ represents the sampling camera
pose. Instead of directly computing pixel colors for im-
age generation, EG3D performs volume rendering along
the corresponding camera ray to compute a low-resolution
feature map f (x, ξ) ∈ RN . To synthesize high-resolution
images while considering memory constraints, EG3D effi-
ciently upsamples the low-resolution feature maps using a
super-resolution network.

In our method, the image generation process can be sum-
marized as I = Gθ(w, ξ), where Gθ represents the gener-
ator, w denotes the latent code in the generator’s W space.
By leveraging the capabilities of EG3D and incorporating
our proposed modifications, we enhance the generation of
high-quality and diverse historical portraits.

3.2. Colorization

The goal of colorization is to inverse the gray image of
a historical portrait to the latent space of 3D-aware GAN
which can imagine the image color by the learning from
the face dataset. As Fig. 1 shows, our colorization contains



Figure 1. The overview of our full-pipeline. (a) Our colorization stage consists of an encoder to project the input image into W code and
a fine-tuning procedure to further optimize the W code and the generator. (b) Our stylization stage leverages the latent diffusion model to
construct a set of style images guiding the style transfer together with the target style prompt.

two parts, an encoder E to predict an initial w code and an
optimization process to adapt the generator Gθ to the input
image domain.
Encoder. Inspired by the previous GAN inversion for Style-
GAN, our Histyle model utilizes the e4e encoder [54] as the
backbone of E. Unlike the previous encoders for 2D GANs,
the viewpoint ξ of the input image is needed as the addi-
tional input of the encoder to supply the 3D-aware knowl-
edge for the generator. The inversion procedure can be de-
scribed as,

w = E (Igray, ξ) , (1)

where ξ can be obtained by an off-the-shelf 3D face re-
construction method [16]. However, the encoder tends to
project the input gray image to a colorless portrait to en-
sure the reconstruction accuracy, but fails to reconstruct the
color of generated images. To enable the encoder E to learn
the gray image inversion for imagining the color, we addi-
tionally use an RGB-to-gray loss that encourages the recon-
struction with color imagination,

Lgray =
∥∥T (

Gθ̂ (w, ξi)
)
− Igray

∥∥
2
, (2)

where T (·) is the image processing from RGB to gray.
The encoder E can project the input image to a coarse

latent code w, while it is still incapable of faithfully restor-
ing the fine details. To further reconstruct the facial details,
a pivot tuning strategy for the generator is followed by the
encoder to enhance the identity-consistent reconstruction.
Pivot Tuning Strategy. Pivot tuning Inversion [47] is a
method used to improve the inversion quality of GAN-based
models. We fix the pre-trained encoder E and further fine-
tune the generator Gθ by minimizing the above Lgray that

measures the difference between the gray-scale of synthe-
sized images and the input gray images. Besides, an ID loss
is applied to encourage the extracted features of input im-
ages and synthesized images to be as similar as possible.
Specifically, the loss function is defined as follows,

LID =
1

N

N∑
i

[
1−

〈
F
(
Gθ̂ (w, ξi)

)
, F (Igray)

〉]
, (3)

where F (·) is a pre-trained ArcFace [14] model to extract
identity features, and i indicates the i-th view direction of
the total N views. Therefore, the fine-tuning procedure of
the generator can be expressed as,

θ∗ = argmin
θ

L(Gθ, Igray), (4)

where L(Gθ, Igray) = Lgray + LID. The colorized image
Icolor could be generated from the fine-tued generator:

Icolor = Gθ∗(w, ξ). (5)

3.3. Style Transfer for Historical Image

Inspired by 2D methods [19], we leverage the CLIP
model to further fine-tune the 3D-aware generators for high-
quality text-guided style transfer. Given the predicted code
w and an optimized generator Gθ∗ after pivot tuning, we
continue to train the Gθ∗ to synthesize the target style im-
ages with a target prompt under the supervision of CLIP
loss. CLIP loss contains two parts, global loss and direc-
tional loss. Global loss measures the similarity between the
target text and the style images, which can be presented as,

Lglobal = 1− Ttgt · Istyle
∥Ttgt∥∥Istyle∥

, (6)



Figure 2. Qualitative results. Our HiStyle can restore the color of historic portraits and further transfer the image into diverse styles with
multi-views.

where Ttgt and Istyle indicate the feature of the target text
and synthesized style image embedded by a CLIP encoder
in this section. Another directional loss is to align the
changing directions of texts and images which are presented
as,

Ldirection = 1− ∆T ·∆I
∥∆T∥∥∆I∥

, (7)

where ∆T and ∆I are

∆T = Ttgt − Tsrc, ∆I = Istyle − Icolor. (8)

We minimize the CLIP loss as,

LCLIP = λglobalLglobal + λdirectionLdirection. (9)

However, the text guidance leads to a fixed and specific
target of stylized images which can easily cause the mode
collapse of the fine-tuned generator and undermine the di-
versity of style images. To realize the problem of diversity,
we propose to take specific style images for each identity as
training data. The style data add noise to the direction of
fine-tuning procedure for the generator, resulting in diverse
characters among different identities. We adopt perpetual
loss [26] and directional clip loss as the style loss,

Lperpetual(Iinput, Istyle) =
∑

L
l=1wl|Gl(Iinput)−Gl(Istyle)|2,

(10)
where Iinput represents the input image, Istyle represents



the style image, Gl represents the feature maps at layer l of
a pre-trained VGG encoder.

However, the style image for each style and each identity
is hard to collect. Fortunately, there is not a strict require-
ment for the training style images of each identity, while
they are used to only provide the appropriate disturbance
for the text guidance. Therefore, the latent diffusion model
is leveraged to generate several style images for each input
colorized image under the condition of a text prompt. Al-
though the generation of training style images by diffusion
model is not satisfactory in terms of stability and quality,
they actually empower us to enhance the diversity for the
style transfer.

3.4. Data Augmentation

To increase the diversity of the input dataset and facili-
tate the training of the 3D-aware GAN for style transfer, we
employ a data augmentation method based on Latent Diffu-
sion Model [48]. The latent Diffusion Model is based on the
Denoising Diffusion Probabilistic Models (DDPM), which
employs a forward process q(x1:T |x0) to add noise to the
latent representation of the source image x0, and a reverse
process p(x0:T ) with a parameterized denoising network to
gradually denoise to the target latent representation. Both
processes are controlled by a set of noise schedule parame-
ters.

In order to obtain a target latent representation p(x0) that
is approximately equal to the source latent representation
q(x0), p(xt) ≈ q(xt) is required. Hence, to ensure that the
forward process is approximately equal to the reverse pro-
cess, DDPM is trained by minimizing a weighted evidence
lower bound (ELBO):

LDiff(ϕ,x) = E
[
w(t)∥ϵϕ(αtx+ σtϵ; t)− ϵ∥22

]
, (11)

where w(t) is a weighting function, time step t ∼ U(0, 1),
random noise ϵ ∼ N (0, I), and ϕ denotes the parameters of
the denoising network.

Based on the latent diffusion model, stable random vari-
ables are used to generate multiple stylized images from a
single input photo, which can serve as additional training
samples for the GAN. Given an input image I , we first apply
a random affine transformation to produce a slightly modi-
fied version of I . We then use stable diffusion to generate
K additional images J1, J2, ..., JK , each with a different
degree of stylization.

Jk = I + σk ∗Xk, (12)

where Xk is a stable random variable with location param-
eter 0 and scale parameter 1, and σk is a scalar controlling
the degree of stylization. We set the scale parameter to 1.5
and vary the shape parameter to generate different degrees
of stylization. Specifically, we use a shape parameter of 1

Method Baseline HiStyle

photo realism ↑ 3.4 3.6
text correspondence ↑ 4.1 3.4
3D consistency ↑ 2.5 4.8

Table 1. User Study conducted with 50 participants, rating the
samples on a scale of 1 to 5, with higher scores indicating better
quality. The scale ranges from 1 (worst) to 5 (best).

for mild stylization, 0.5 for moderate stylization, and 0.3 for
strong stylization.

Diffusion model enpowers us to generate various 2D
style images to fine-tune the 3D generator, while it also
suffers the problem of unstable generation on the aspect
of style and pose. On the one hand, the extreme bias on
the style of augment data may severely twist the direction
when fine-tuning the 3D-aware generator guided by the text
prompt. As a consequence, the stylized images generated
by the 3D generator shows inconsistent to the text prompts
and low image quality. On the other hand, the pose gap be-
tween the augment data and the input colorized image can
lead to the shape deformation when adapting the domain of
a 3D-aware generator. To address the problems of style and
pose, the ControlNet is introduced to constrain the augment
image for the diffusion model.

By augmenting the input photo I into multiple stylized
images J1, J2, ..., JK , the dataset is effectively expanded
and increases the diversity of the training samples. We then
use these augmented images to guide the 3D-aware GAN
to adapt to different styles during training. This enables the
GAN to learn a more comprehensive representation of the
style space, and produce more diverse and realistic stylized
portraits.

4. Experiments

4.1. Qualitative results

Colorized Results. In this section, we evaluate the quality
of colorized images. Our colorization model is applied to
colorize legacy black-and-white photographs. Fig. 3 shows
sample results along with manual colorization results by hu-
man experts. Compared with the artificial colorization of
artists, our HiStyle achieves comparable realism and natu-
ralness of face color.
Stylized Results. In this section, we discuss the experi-
ments conducted to evaluate the quality of stylized images.
We display a wide range of text-driven stylized results of
our HiStyle in Fig. 2. our model can imagine the realis-
tic color of historical gray images, and moreover enable us
to synthesize multi-view consistent images in various style
domains.



Figure 3. Comparison with manual colorization. Our coloriza-
tion model can achieve comparable results with those colorized by
professional artists.

4.2. Quantitative results

User study. We conducted a user study involving 50 his-
torical gray images that were restored into RGB images and
further stylized using text-to-image models. The aim of the
study was to evaluate the perceptual quality of the gener-
ated samples. Participants were asked to rate the samples
on a scale of 1 to 5 based on the following criteria:

Photo Realism: Does the sample align with your impres-
sion of a realistic person? Text Correspondence: Does the
generated sample accurately reflect the semantics of the tar-
get text? 3D Consistency: Are the samples consistent from
various viewpoints? The ratings provided by the partici-
pants were used to quantify their opinions.

As shown in Table 1, our results demonstrate the su-
perior quality, high diversity, and strong text-image corre-
spondence achieved by our proposed method compared to
the baselines (2D-based method). This user study provides
valuable insights into the perceptual evaluation of the gen-
erated samples and highlights the strengths of our approach.
3D consistency In this section, several experiments are con-

Method ID similarity ↑
EG3D [8] 0.80
HiStyle (Colorization) 0.79
HiStyle (Stylization) 0.68

Table 2. Quantitative results of 3D consistency. Our model
demonstrates comparable performance after colorization. Despite
incorporating additional manipulations, our model maintains its
effectiveness in terms of depth consistency and identity consis-
tency across multiple views. However, since the ArcFace [14] pre-
trained model is not adaptable to style domains, the results for
identity similarity in stylized images are just for reference.

ducted for the evaluation of 3D consistency.
The evaluation of 3D consistency in 3D-aware GANs

often relies on the ArcFace [14] cosine similarity, which
measures facial identity similarity between multi-views. To
evaluate facial identity consistency, a similar pre-processing
step is followed as in the evaluation of depth consistency.
To assess the facial identity consistency of EG3D as a base-
line, high-resolution colorized images of size 512 × 512
are generated from two randomly selected side views, and
the cosine similarity between these views is measured. For
HiStyle, we apply our model to colorize and stylize 100 col-
lected historic portraits, generating a novel view. The cosine
similarity between the input view and the novel view is sim-
ilarly measured as EG3D. However, it should be noted that
the ArcFace model, being pre-trained on the FFHQ dataset,
is not designed to evaluate the identity similarity of style
images. Therefore, the measurement of stylized portraits is
not accurate, just provided for reference.

As demonstrated in Table 2 and illustrated in Figure 4,
the colorization process maintains good 3D consistency, as
observed in the case of EG3D. Multiple examples with var-
ious views and geometric shapes are presented to provide a
visual representation of the 3D consistency achieved

4.3. Ablation Study

In this study, we evaluate the effectiveness of each in-
dividual component, i.e. Data Augmentation, RGB-to-Gray
loss, encoder and pivot tuning in enhancing the color of im-
ages.
Data Augmentation. To show the effect of our data aug-
mentation, an experiment is conducted that compares the re-
sults with the style data augmentation of the latent diffusion
model and the results without it. As shown in Fig. 5, the
stylization results with LDM augmentation show more sig-
nificant style changes and more consistency with the input
style prompt. Besides, the diversity among different identi-
ties also shows the superiority of the model with LDM. For
example, the eyes color of all the results without LDM are
blue, while the results with LDM show diverse eye colors



Figure 4. Results of 3D consistency. When presented with an input historical portrait, our model preserves excellent 3D consistency in
the colorized and stylized outputs. The generated images exhibit consistent geometry while showcasing minimal variations in appearance
across a collection of five-view images. Additionally, the inclusion of mesh results further demonstrates the high-quality geometry produced
by our approach. This highlights the ability of our model to maintain accurate 3D representations throughout the colorization and stylization
process.

Figure 5. Ablation study on data augmentation. When data augmentation by LDM is not applied, the stylized results demonstrate minimal
diversity and exhibit similar appearances, lacking distinct variations in style. However, with the integration of data augmentation, the results
exhibit a multitude of vibrant and visually appealing styles, showcasing a wide range of variations and enhancing the overall richness of
the generated images. The inclusion of data augmentation by LDM significantly contributes to the generation of diverse and captivating
stylized outputs.

in different samples.
RGB-to-Gray Loss. As shown in Fig. 6, the results with-
out RGB-to-Gray loss show a colorless face close to the
gray image. Our results demonstrate that the RGB-to-Gray
loss is significantly effective in encouraging the generator
to produce images with more realistic colors.
Initial Encoder. Fig. 6 indicates that incorporating an ini-

tial encoder also significantly improves the colorfulness of
the generated images. Specifically, the encoder provides an
initial point for the optimization process, avoiding the un-
stable search in latent space, meanwhile reducing the num-
ber of optimization iterations.
Pivot Tuning. Despite the nature of color achieved by the
encoder and RGB-to-Gray loss, the results without fine-



Figure 6. Ablation study on enhancing the color of images. With-
out RGB-to-Gray loss or initial encoder, the results show a col-
orless appearance close to the gray images, while without fine-
tuning, the results show inconsistent identity and lack of details.

tuning show inconsistent identities and a lack of details
in Fig. 6. It highlights the significance of fine-tuning in pho-
torealism.

5. Limitations and Future Work
Despite the promising results achieved by our method,

there are still limitations that should be addressed in future
work. Firstly, our method is limited to restoring the color of
the head in historical portraits, and cannot be applied to re-
store the color of the whole body. This is due to the fact that
the dataset used only includes images of historical portraits
that depict the head and shoulders of the subjects. Besides,
the full pipeline is a lengthy optimization procedure which
prevents the method from real-time applications. Further
research is needed to address these limitations and extend
the applicability of our method to a wider range of histori-
cal images.

6. Conclusion
In this project, we have presented a novel approach for

reinventing historical portraits through colorization, styliza-
tion, and 3D lifting. Leveraging the power of pre-trained
text-image models and recent advancements in 3D-aware
image representation, our technique transfers 2D historical
images into vibrant 3D representations. This is achieved
by employing GAN inversion to map gray historical por-
traits into the latent space of a 3D generator, enabling the
restoration of lost color information and reconstruction of

the original portrait’s geometric shape.
To further enhance the stylization aspect, we fine-tuned

the 3D generator using guidance from the CLIP model, al-
lowing for style transfer from a source domain to a target
domain. Overcoming challenges related to data diversity
and generated image variety in the style domain, we intro-
duced the concept of augmenting target style data using la-
tent diffusion models after colorization. This innovative ap-
proach, called HiStyle, successfully resolves issues related
to diversity loss and encompasses all three dimensions of
the historic reinvention task.

Our contributions encompass the proposal of a novel net-
work architecture, the integration of diffusion models into
3D-aware GANs for style data augmentation, and the in-
troduction of the gray-inversion loss for GAN inversion of
gray images. Through extensive experimentation, we have
demonstrated the effectiveness of our approach in transfer-
ring historical portraits into 3D colorful images with di-
verse styles. This significant advancement surpasses exist-
ing methods and establishes new possibilities in the realm
of reinventing historical portraits.
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