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Abstract

This paper introduces “Alcatraz,” a new architecture that enables se-
cure remote computation with minimal trust in the hardware. In Alcatraz,
sensitive data is always encrypted, except when it is inside a small, trusted
circuit, which is composed of an Arithmetic Logic Unit (ALU) gated by
a decryption and encryption engine. By design, the internal states of the
trusted circuit is inaccessible from any software, and unencrypted data is
never exposed outside the trusted circuit. Thus it is extremely difficult
for any attacker to gain information about the sensitive data by observing
or attacking other parts of the processor and computer (e.g., registers or
caches), or by exploiting any microarchitectural side channels.

We implemented Alcatraz on a field-programmable gate array (FPGA),
and verified with a formal proof that the circuit is secure at the wire-level,
which is stronger than the register-transfer-level (RTL) security proved
previously. Wire-level verification has the benefit that it’s much closer to
the physical reality, i.e., the timing and level of signals on the wire, that
may be observed by attackers.

We apply Alcatraz to single-server private information retrieval and
estimate based on benchmark that Alcatraz achieves 7x to 21x speedup
when compared with the current state-of-the-art approach for private in-

formation retrieval.

1 Introduction

With the rapid development of cloud computing, increasingly large amounts of
information is being exchanged and processed on remote computers. However,



this trend has also brought about its own risks. Because cloud computing is
a shared resource, processing sensitive information in the cloud means that it
may be stolen by malicious attackers [6]. Any vulnerability in the hardware or
software can undermine the confidentiality of sensitive data.

Microarchitectural side channels are routes via which sensitive informa-
tion may leak. These “channels” exist because the hardware states below the
instruction-set architecture may become data dependent (e.g., timing differences
due to cache miss). Attackers can exploit these channels to learn about sen-
sitive information they otherwise do not have access to, or potentially obtain
the secrets outright. Microarchitectural side channel attacks pose threats to all
computing environments, and have been shown to compromise RSA private keys
[5]. There are even more attacks that take advantage of side-channels inside the
processor itself, such as cross-privilege data gathering [50] and speculative data
gathering [39].

A specific but common family of microarchitectural side channel attacks ex-
ploits timing differences in runtime. Numerous timing-based attacks are able
to exploit these minute differences to infer secret data [57, 34]. These tech-
niques can also be combined with other attacking techniques, such as transient
execution [29].

One approach to address these hardware vulnerabilities is to reduce the
attack surface and keep sensitive data within a small, trusted chip (a Trusted
Execution Environment). This technique has been applied to cryptography,
such as the use of TPMs (Trusted Platform Modules) [46]. Although Trusted
Execution Environments offer improvement in security by isolating sensitive
operations within a secure enclave, they still require trusting a software and
hardware stack, which may be susceptible to exploitation. Indeed, it has been
demonstrated that TPMs still suffer from side-channel attacks [40].

Another approach to address these hardware vulnerabilities is Fully Ho-
momorphic Encryption (FHE) [22]. Fully Homomorphic Encryption allows a
computer to do direct computation on the ciphertext without ever decrypting
it. As a result, any potential leakage would still be encrypted, and thus not a
problem. However, FHE is too slow to be practical [1].

FHE TEE Alcatraz
Security Cryptographic Full hardware trust Minimal hardware trust
Vulnerable to side channels
Efficiency Slow Fast Fast
Expressivity Can only compute Can run arbitrary programs Can only compute
logical circuits logical circuits

Table 1: Comparison of approaches to secure remote computation.
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Figure 1: Left: A Trusted Execution Environment (TEE) requires trusting a soft-
ware and hardware stack. Data residing in the untrusted hardware components (shown
in orange) are encrypted. They may become decrypted in the trusted hardware com-
ponents (shown in blue). Right: In contrast, our approach only requires trusting a
small circuit within the CPU execution pipeline stage. As a result, our approach has
much smaller attack surface than TEE.

In this work, we develop Alcatraz, which is inspired by both Trusted Ex-
ecution Environments and FHE, as a solution to secure remote computation.
Alcatraz is a new architecture, where we address microarchitectural side channel
attacks by restricting all non-encrypted sensitive data to a special Arithmetic
Logic Unit (ALU) gated by encryption engines. Any sensitive data outside this
ALU is always encrypted (Figure 1, Right). This means that as long as the
adversary' does not have access to the internal states of the ALU, they will not
be able to infer any sensitive information.

Furthermore, we provide a formally verified proof that the special ALU is
secure against timing-based side channel attacks at the wire level. Our proof
rests on the fact that the behavior of the encrypted ALU’s input/output wires
completely captures any possible timing side-channels at a clock-cycle accurate
level.

Using the Knox framework [8], we verify that the behavior of the circuit’s
input/output wires doesn’t leak more information than what is described in the
specification, and thus is free of any timing leakage (see Sections 3.3 and 4.4.3
for more details).

Compared to the register-transfer-level proof by Tan et al. [55] for Sequestered
Encryption (SE), gate-level abstraction is closer to the circuit’s actual physi-
cal layout. This creates significantly larger expressions representing the circuit,
meaning that significant speedups are required to create a complete formal proof
of security (see sections 4.1 and 2.7 for more details).

IFor details on our threat model, see Section 3.1.



1.1 Owur contributions

We build Alcatraz, a new architecture for secure computation, which is based
on sequestered encryption (SE) [12]. The idea of sequestered encryption is to
remove all sensitive plaintext values from architectural and microarchitectural
states that could be potentially accessed by an attacker.

The central piece of our new architecture is a hardware module that can
perform arithmetic or logical operations on encrypted data. We provide a full
Verilog implementation of the hardware module.

Along with that, we also provide a proof of the hardware’s correctness and
security properties (i.e., free of timing side channels) at the wire-level. Our
proof is based on the concept of information-preserving refinement (IPR) and
the Knox framework of Athalye et al. [8]. We crafted efficient proofs for the
correctness and security of our implementation.

We integrated Alcatraz with a RISC-V core [21] and a vector coprocessor
[47], and applied it to a private information retrieval [14, 30] task. We achieved
7x to 21x speedup against state-of-the-art FHE implementations [38].

2 Background

In this section, we cover some basic background knowledge for this paper.

2.1 Symmetric-key Encryption and Authenticated Key Ex-
change

In Alcatraz, we use symmetric-key encryption to protect sensitive data. In this
scheme, the same key is used for both encryption and decryption. It’s much
faster than asymmetric-key encryption scheme, but the challenge is that the
key needs to be known by both parties. To solve the problem, we look at an
authenticated key exchange, which allows two parties to agree on a common
key.

The Diffie-Hellman key exchange is a of establishing a shared secret between
two parties without revealing it. However, Kara et al. [25] notes that the Diffie—
Hellman key exchange is vulnerable to man-in-the-middle (MitM) attacks. To
combat these attacks, both parties have to send additional information to con-
firm that the original information has not been tampered with. This is called
authenticated key exchange [20, 31], which requires a public-key digital signa-
ture scheme, such as ECDSA [13].



2.2 Field Programmable Gate Arrays (FPGAs)

Field Programmable Gate Arrays, or FPGAs, are circuits that can be repro-
grammed. They consist of programmable logic blocks connected by a commu-
nal grid, meaning they are very versatile. To achieve that versatility, FPGAs
sacrifice performance and thus may not be the best choice if a circuit’s design is
fixed and needs to run many times repeatedly [48]. For Alcatraz, we use FPGAs
as a prototyping platform (see Section 4.4).

2.3 Microarchitectural Side Channels

A microarchitectural side channel is a type of side channel where information
leaks through a hardware feature in the computer, especially through the micro-
architecture. For example, cache timing attacks take advantage of the significant
time difference between accessing a piece of data located in the cache versus
located in the main memory. Execution time, power supply/consumption, and
timing of memory accesses are all examples of microarchitectural side channels
(see also surveys in [54, 35]). The existence of side channels is usually due to the
existence of microarchitectural mechanisms that were created for performance
optimization (branch predictors, memory hierarchies, etc.)

Side channel attacks Side-channel attacks utilize these microarchitectural
side channels to get information. For example, if a program’s execution dura-
tion depends on the number of 1-bits in the secret key, then an adversary can
learn that information through measuring the program’s duration. Adversaries
can do similar things with power consumption attacks and electromagnetic side
channels [53].

These information leakages can give an attacker substantial information
which can aid them in recovering sensitive data such as a private key. For ex-
ample, Karimi et al. [26] show that timing-based side channel attacks can steal
encryption keys. In our work, we will mitigate all timing-based side channel
attacks.

2.4 Homomorphic Encryption

Homomorphic encryption is an encryption function E(x) with the special prop-
erty that allows for E(f(z,y)) to be computed based on E(z) and E(y), where
f is an arbitrary simple function of x and y. E must also follow the normal
properties of an encryption function, hiding the message from computationally-
bounded adversaries that do not have access to the secret key.



In homomorphic encryption, it is shown that the two fundamental oper-
ations, homomorphic addition and homomorphic multiplication, correspond to
XOR and AND operations in Boolean logic. Implementing these two operations
is sufficient to support fully homomorphic encryption [22].

Fully homomorphic encryption is sometimes considered the holy grail of
cryptography, as it could enable countless secure applications. Indeed, compu-
tation can be delegated to untrusted parties as sensitive data is never exposed
and always encrypted under the private key. As long as the private key is kept
safe, the data can never be stolen or extracted.

Feasibility Fully homomorphic encryption suffices in an ideal world. How-
ever, in the real world, implementations are often too slow to be practical [42].
As such, many variants, (e.g., partially homomorphic encryption [41]) are de-
veloped, which are limited by the amount of multiplications they can perform.

2.5 Formal Verification

When cryptographic schemes are devised, there is usually a mathematical proof
that the scheme itself is secure. However, in the process of implementing the
scheme into actual code, there may be bugs that introduce side-channels, or
even errors in the implementation that could lead to security breaches.

In order to combat this, “formal verification” tools can be used. Formal ver-
ification tools make it possible to prove or disprove the correctness of a system’s
implementation, with respect to a previously-defined specification, using formal
methods and automated mathematical reasoning [28]. It proves that the code
correctly implement the system according to the specification. Furthermore, it
can be extended to show not only correctness but also security, and even resis-
tance against some side-channel attacks, like timing. In our work, we use the
Knox framework by Athalye et al. [8] to complete our formal verification.

2.6 Satisfiability Modulo Theories

Satisfiability Modulo Theories (SMT) analyzes the satisfiability of some formu-
las, given a background theory. This background theory fixes the meaning of
predicates and function symbols, such as <, +,®. A satisfiability modulo theory
solver (e.g., Z3 by Microsoft [19]) contains many specialized solving algorithms
for specific background theories, which can be combined to determine the satis-
fiability of a Boolean formula [10]. When trying to verify a property in formal
verification, tools will often show it is equivalent to verifying the satisfiability
of an SMT formula. An SMT solver can then be used to verify the property
automatically.



2.7 Sequestered Encryption

Biernacki et al. [12] introduces the hardware technique called Sequestered En-
cryption. They assume an adversary that has complete software access, being
able to launch software attacks and compromise the operating system. However,
the adversary cannot launch physical attacks, like differential power analysis or
the “electron-microscope attack”.

This technique isolates the sensitive plaintext data into a small trusted hard-
ware unit, and also ensures no sensitive plaintext values exist in any software-
accessible architectural state, significantly reducing the attack surface an adver-
sary can reach. This trusted hardware unit is known as the “SE unit”.

Tan et al. [55] provides two implementations. First, they introduce a “state-
less atomic implementation”, which always sandwiches an operation with a de-
crypt and encrypt operation. However, the problem with that is that there
are many extraneous encrypt-decrypt pairs, which are not necessary and in-
crease the latency of operations. To combat this problem, Tan et al. introduces
SE-OPT, which is the stateful optimized implementation. To get rid of the ex-
traneous encrypt-decrypt pairs, they extend the SE unit to include a decryption
cache, which stores ciphertext-plaintext pairs. Specifically, when an instruction
is given to the SE unit, the ciphertext value is used to index the decryption
cache, which returns the corresponding decrypted plaintext (if it is present in
said decryption cache). If the ciphertext is not present, it is decrypted (as usual).
This design introduces short-term memory of recent decryption operations. No-
tice that decryption cache latency is dependent on the whether the ciphertext
is present or not, which is not a secret. That also upholds their security goals
related to timing-based side channels.

3 Overview

We develop “Alcatraz”, an architecture for secure remote computation with
minimal trust in the hardware. Within Alcatraz, the basic Arithmetic Logic
Unit (ALU) is a simple decrypt-operation-encrypt sandwich. We adopt the
Advanced Encryption Standard (AES), a symmetric key encryption algorithm
for our encryption and decryption.

3.1 Our Threat Model

In this section, we describe and discuss our threat model. We first present our
security goals. Then, we list the capabilities that our adversary has. Finally,
we describe the root of trust, which specifies the components that we assume



to be trusted.

Security Goals In our work, we will formally verify that our Alcatraz imple-
mentation is resistant to timing-based side channel attacks (i.e., does not leak
sensitive information through timing-based side channels). More specifically,

e It should not leak sensitive data through architectural states and/or timing-
based microarchitectural side channels.

e Any secure instruction should not leak sensitive data through microarchi-
tectural states and/or I/O signals.

Attacker Capabilities In this work, our adversary aims to gain information
about sensitive information (plaintexts) in polynomial time. We assume that
our adversary possesses the following capabilities:

e The attacker can observe and/or change digital signals outside Alcatraz,
including signals in the Alcatraz’s wire-level I/0O.

e The attacker can run any program (including malformed ones) on Alca-
traz.

e The attacker can measure and analyze program execution time via precise
timers [17].

At the same time, we also assume that our adversary does not have the
following capabilities:

e The attacker cannot read and/or change the intermediate states in
Alcatraz (i.e., states within Alcatraz that are not part of the I/0), as well
as the physical characteristics of the chip.

e The attacker cannot use physical side channels such as electromagnetic
radiation [2], temperature [24], or power [37].

Root of Trust Our work assumes that the hardware manufacturer and Al-
catraz’s ALU can be trusted. This means we assume the initial private key is
secure and the circuit is correctly made. Everything else (e.g., software) could
potentially be compromised.



3.2 Utilizing Secure Enclaves

The blueprint of Alcatraz is based off secure enclaves like the Trusted Platform
Module (TPM). Currently, many solutions using TPMs have been developed to
combat microarchitectural side channel attacks. Designated TPM coprocessors
are used to store the corresponding private keys.

These TPMs have the basic cryptographic actions such as encryption, signa-
tures, hashing (this is known as lightweight cryptography), as well as a hardware
random number generator that is used for key generation. It can also generate
a report of its hardware and software, bind information, and “seal” information,
giving TPM its attestation abilities.

In return for a wide variety of usage, however, TPMs require a relatively
large trusted area. As it turns out, they are still vulnerable to side-channel
timing attacks [40] and man-in-the-middle attacks [46, 16].

To enhance security, we adopt the recently developed sequestered encryption
(SE) method [55], which has been shown to be much more efficient than Fully
Homomorphic Encryption (FHE) [44].

The objective of homomorphic encryption is to enable operation on cipher-
texts in untrusted environments. Although FHE can directly operate on sensi-
tive data without ever decrypting them, it is not computationally efficient given
the current implementations [4]. An FHE add operation can take thousands of
clock cycles to complete [3]. In contrast, with Alcatraz, operations are done on
plaintexts in a trusted circuit.

3.3 Proving Security

To fully prove wire-level security against our adversary, we utilize a new frame-
work, Knox. Introduced by Athalye et al. [8], it can be used on Hardware
Security Modules (HSMs). Given an HSM’s circuit and specification, Knox can
verify the functional correctness of the circuit, as well as formally verify that
it has no timing-based leakage. They consider a powerful adversary that has
direct access to the wire-level input/output of the HSM, with the ability to set
logic levels on the input wires and read logic levels on the output wires at every
clock cycle.

Gate-level abstraction and wire-level security In Knox, we abstract cir-
cuits to the gate-level. Compared with the register transfer level (i.e. the level
where Hardware Description Languages such as Verilog operates in), the gate
level abstraction is closer to a circuit’s actual physical layout. Knox is capable
of proving an HSM is secure regardless of the wire-level input the HSM receives,



hence wire-level security.

Athalye et al. [8, 9] introduces the concept of Information-Preserving Refine-
ment (IPR), which is that a given HSM circuit implements its provided specifi-
cations and leaks no further information through wire-level behavior. The goal
of IPR is to establish an equivalence between the physical implementation and
specification through a driver (for the implementation) and an emulator (for the
specification).

To prove IPR, Knox models the specification and implementation as state
functions, relates the two state functions with a refinement relationship, and
proves three properties of the relationship: functional equivalence, physical
equivalence, and initialization.

Physical equivalence and timing side-channel in HSM For a hardware
security module, all it exposes to the host computer (and any potential attack-
ers) are its input/output wires. Thus the behavior of the HSM’s I/O wires
should capture any timing channel at a cycle-accurate level. Athalye et al. [§]
show that if the physical equivalence can be established between an HSM’s cir-
cuit and an emulator (on top of the specification), it implies the circuit doesn’t
have timing side-channels.

For the authenticated key exchange, we use the already-verified ECDSA
signature generator [9] and the authenticated exchange scheme from [45].

We create a specification of our circuit according to the NIST FIPS 197
standard of AES. Utilizing this specification and a Verilog description of our

circuit, we can use the Knox framework to formally verify wire-level security.

4 Our Solution: Alcatraz

Here, we look at the contributions our solution, Alcatraz, brings.

4.1 Security Properties at the Wire-Level

The original works on SE [12, 55] did its security verification at the register-
transfer level (RTL). Among the common hardware abstraction levels in digital
circuit design, RTL is often where the high level circuit design is done. On the
other hand, RTL is a leaky abstraction of the physical circuit, and there could
be side channels not captured by a RTL description of the hardware, and thus
can never be detected with a RTL security proof.

10



When developing a security proof for Alcatraz, we chose to use a recently
introduced framework, Knox [8] from section 3.3, which is built upon the no-
tion of “Information-Preserving Refinement” (IPR). The proof’s goal is to show
that, when observing its output or manipulating its input, the circuit’s behav-
ior doesn’t leak more information than indicated by its functional specification.
As a consequence, security proofs constructed in the Knox framework can ver-
ify at the wire-level that a circuit is correct and does not have any security

vulnerabilities such as the timing side channel.

Wire-level security Wire-level security proof shows that for a circuit, re-
gardless of what an adversary can do with I/O wires, no sensitive information
is leaked.

Advantages Wire-level security presents multiple advantages over RTL-level
security. Wire-level security can detect bugs present on the wire-level, such as
DFT (design for test) bugs in gate-level simulation (GLS). However, RTL-level
security proof cannot detect such problems because they happened below RTL’s

abstraction level.

4.2 Architecture
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Encryption with Security Proven at the Wire Level
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Figure 2: Architecture of Alcatraz.

We implemented Alcatraz as an “encrypted” ALU attached to the “execute”
stage of the CPU pipeline on a computer. (Figure 2). When a user wishes
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to use Alcatraz to perform secure computation remotely, they use a special
instruction that tells the CPU that there is sensitive information involved. The
CPU of the remote computer then re-directs that instruction to the encrypted
ALU. On the other hand, instructions that are considered non-sensitive can
be directed to the regular ALU. When the instruction is executed, ciphertext
will be sent into Alcatraz, along with an operation selector telling the HSM
which operation should be performed on the ciphertext. Once decrypted, the
plaintext is operated on, then the resulting plaintext will be encrypted before
exiting Alcatraz.

4.3 Key Provisioning

In our paper, we use AES, a symmetric key encryption algorithm, as our en-
cryption/decryption engines. This allows for faster encryption times than using
public/private key encryption, which is critical because every operation that
uses our ALU will have to go through a decryption and encryption operation.
This will help reduce the latency of operations in Alcatraz.

In order to perform AES, we require a common key that is known by both
parties. In order to obtain a common key without relying on a trusted out-of-
band communication channel, we use an authenticated key exchange protocol.
One suitable protocol is the signed Diffie-Hellman key exchange [27]. We use the
protocol designed by Pan et al. [45] (Figure 4), which has additionally proven
tight security of the scheme.

For the digital signature involved, we use elliptic curve cryptography (ECDSA),
whose security has been verified by Athalye et al. [9]. We combine ECDSA with
the authenticated Diffie-Hellman key exchange by Pan et al. [45] to securely
create a common secret key for AES. This allows us to securely bring a key into
Alcatraz without additional external sources of trust.

The shared value SV = (pkru, pkusm, X, Y, 0ru, ousm) is something that
can be evaluated by both parties on their own. If a third party has compromised
the communication in some section, the shared value SV will not match up, and
the common secret will not match up, which means the remote user and Alcatraz
will be unable to communicate and have to re-initiate the key exchange protocol.

x is randomly chosen from field F & F
x is assigned the value V <V
ECDSA Digital Signature ECDSA(pk, z)

Figure 3: Notations used in Figure 4.
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Figure 4: Scheme proposed by Pan et al. [45] using ECDSA.

To avoid sharing a secret every time Alcatraz is called, for every user, we
generate one shared secret and save it. This allows us to reuse the secret with
that one user, making authenticated key-exchange a one-time operation and
lowering computation costs.

4.4 Implementation

We implemented Alcatraz as a circuit on FPGA, using Verilog hardware descrip-
tion language. We also wrote a functional specification of Alcatraz in Racket.
We used Yosys’ SMT-LIBv2 backend [51] to compile Alcatraz’s circuit into an
SMT file, which was then converted by #lang yosys [7] into a Rosette model.
Along with that, we also wrote our own driver and emulator to run in Knox for
verification.

To implement AES, we based both the specification and hardware imple-
mentation on the NIST FIPS 197 standard of AES [43]. Our implementation
focuses on AES-128 (i.e. key length is equal to 128 bits). It is straightforward
to extend our implementation to other key lengths.

4.4.1 Hardware Circuit

AES-128 is based on three core subfunctions, which are Encipher, Decipher, and
KeyExpansion. At a high level, our implementation of the whole AES circuit
consists of three Verilog submodules, each corresponding to one of the subfunc-
tions. For the ease of exposition, we do not distinguish between the two terms
(submodule vs subfunction) when describing our implementation.

We implement each subfunction as a finite state machine (Figure 5) so that
we can create state-dependent hints to speed up proofs (see Section 4.4.4).
Specifically, we introduce two state variables, state and next_state, where
next_state tells the FSM what the next state is. We use the same idea for all
other variables we need to keep track of, like input/output and the result_ready

wire.

13
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Figure 5: Finite State Machine of the AES encipher module.

Enable
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For example, in Encipher we always start the FSM from the IDLE state,
where the circuit’s output is reset to 0 (Figure 5). While in this state, we keep
checking the enable input wire at each clock cycle, and stay in the IDLE state
as long as enable is false. When enable is set to true, we will move the FSM
to “Round 17. In this state, we call a subfunction OneRound, whose inputs we
feed based on the round number and previous results.

Once OneRound updates the wire round_result_ready to true, we take the
result immediately and record it in a register. This is necessary because the
valid result is only kept on the output wire for one clock cycle. After that,
round result_ready is set to false and the result is erased by OneRound. In
Encipher, each round’s calculation is based on the result from the last round,
thus each round’s result must be saved for later use.

We repeat this for every state until we reach the final round (the 10-th
round for AES-128). Once we complete the final round, we set result_ready
(of Encipher) to true. Similar to OneRound, the wire result_ready is only set
to true for one clock cycle, and the valid result is only maintained for one cycle
before getting wiped. As such, Encipher must take the result and save it in a
register during the clock cycle so the result (the ciphertext) can be sent back to
the user.

Furthermore, rather than executing the three subfunctions in order, due
to the expensiveness of KeyExpansion, we can simply store the expanded key
along with the shared secret, and have both Encipher and Decipher use the
stored expanded key as shown in Figure 6. Furthermore, if the same key is
re-used multiple times (e.g., if a user uses Alcatraz multiple times), then the
KeyExpansion function does not need to be re-evaluated called multiple times;
instead we can directly look it up.

14
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Figure 6: Organization of Alcatraz Circuit. In addition to the inputs shown, all
modules have a clock and an enable input.

Pipelining To enhance performance, we pipeline both the Encipher and Decipher
module according the states in Figure 5, for a total of 20 stages.

4.4.2 Functional Specification

In our functional specification, we implemented the Galois Field multiplication
as lookup tables. This is because the polynomial division was too time costly,
so we precomputed the necessary multiplications and hard-coded them as ta-
bles. This is equivalent to doing the GF(256) multiplication, which does not
impact the validity of the specification. We then implemented the OneRound
and InvOneRound as recursive functions with a counter. When the counter hit
10, the number of rounds in AES-128, the function would then return the re-
sult to the parent function. All our specifications are tested with unit tests in
Racket.

4.4.3 Automated Verification of Correctness and Security

To verify the correctness of our hardware implementation, we created a small
program in Knox (the driver) that calls the hardware to perform operations
defined in the specification. Then we used Knox to verify that the output from
the driver (on top of the hardware) cannot be distinguished from the output
from the specification (“functional equivalence”).

To verify the security of our hardware implementation, we created another
small program in Knox (the emulator) that calls the specification to mimic wire-
level behavior of the hardware. Then we used Knox to prove that the output
from the emulator (on top of the specification) cannot be distinguished from
the output from the hardware (“physical equivalence”).

15
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) o))

-ee Fee Fee Fee

bveqo.”bv#xesal |bveqln||bv#x7cﬁ| |bveqoo||bv#x778| |bveqoo||bv#x7b8|

| bv #x00 8 | |extract 23 16 kScef.. | | bv #x01 BI |extract 23 16 k$cef.. | | bv #x02 BI |extracl 23 16 k$cef.. I I bv #x03 Bl Iextract 23 16 k$cef.. |

Figure T7: (above) Symbolic term representing a register holding the value
sbox [key[23:16]1]. (below) the expression tree for the same symbolic term, where
four of the 256 subtrees are shown.

In either case, Knox will need to symbolically simulate the circuit and keep
track of its state over time. Based on the symbolic states, Knox formulates the
logical assertions for functional equivalence and phsyical equivalence, and then
invokes Rosette, which ultimately calls the Z3 SMT prover, to prove that the
assertions hold.

A circuit’s symbolic state can be thought of as the collection of current
contents of all its registers and wires, represented as symbolic terms. As an
example, Figure 7 shows the symbolic state of a register, where the symbolic
expression corresponds to sbox [key[23:16]], i.e. using the second byte of the
key as an index for the S-box.

In Figure 7 the free variable k$cef.. represents the content of the input
wire k (the key) at a specific clock cycle. The symbolic term for indexing into
the sbox array is

(ite* (F conditionl valuel) (F condition2 value2) ...)

which is similar to the switch statement in C++. When represented as an
expression tree, the ite* node will have 256 subtrees because k$cef.. may
take 1 of the 256 possible values (0x00 to 0xff). As another example, the
output of the key expansion module is represented as a symbolic term whose
free variables correspond to either the module’s inputs or some internal registers.

4.4.4 Speeding Up Proofs with Hints

When a circuit gets more complicated, so too does the symbolic terms capturing
its states. Consequently, the size of these terms may blow up, which makes it
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increasingly slow to check assertions about these terms. This is especially true
in circuits whose registers depend on each other over many clock cycles.

As an example, the symbolic term for the key expansion module output
corresponds to a tree of more than 1 million nodes, where a node is either
ite* or some bit vector operation (e.g. extract for taking a subvector, or
bvxor for computing the bitwise xor of two vectors). Even with an automated
prover, it becomes very inefficient to directly compare expressions of such size
and verify the functional and phsyical equivalence. In fact, when running on a
Macbook Pro M2 computer, the Z3 prover cannot finish the correctness proof
after running for 4 hours due to the huge term size.

One way to improve the efficiency of the proofs is to utilize additional in-
formation about the symbolic terms’ structure and dependencies. In the Knox
framework, Athalye et al. [8] introduce a concept of “hints”, which help speed
up verification. Hints are designed to be untrusted, so at worst if a hint is
incorrect the automated prover will fail to complete the proof. If the hints are
correct but insufficient, the verification process may still take a long time. In
any case, adding hints will not lead to an incorrect proof.

Among the eight types of hints provided in Knox, we used the following six
in our proofs:

e CONCRETIZE is a hint suggesting a symbolic term may be proved to have
a concrete value. If successfully proved, the said term will be replaced
by a concrete value. Otherwise, for example when a term depends on
other symbolic terms whose values are unknown, then the term will stay
unchanged. This hint is helpful in concretizing values that are already
known by the prover, but still expressed as symbolic terms.

e CASE-SPLIT is a hint that separates a symbolic term into possible cases.
This allows for possible concretization of the symbolic term, which may
help reducing the term size. One example is we applied CASE-SPLIT on
the enabling wire to splits into two cases (en=0 or en=1), followed by a
CONCRETIZE hint on the same wire. As a result, we can eliminate en from
all subsequent states.

e REPLACE is a hint to replace a complicated term with a simplified term (if
the prover can prove they are equivalent).

e REMEMBER, SUBSTITUTE, and CLEAR allow us to temporarily abstract away
a register and later substitute back it’s original term.

Furthermore, we created proof “tactics” based on the state of the FSM of
the circuit. A tactic is a snippet of Knox code that invokes some hints and/or
updates auxiliary data structures used by hints.

17



When writing the tactics, the idea is to instruct Knox to abstract away the
registers (via REMEMBER) before each clock cycle (i.e. treating them as a black
box instead of a complicated term), so the prover only needs to focus on the
register operations happen within the cycle. Thus, the prover only has to prove
a simpler assertion. After a clock cycle is finished, the tactics will instruct Knox
to either restore the register’s symbolic term (via SUBSTITUTE), or replace it
with a simpler yet equivalent term (via REPLACE). We write our tactics to be
aware of the FSM state, because these hints rely on the FSM states to know
which register to replace or substitute.

Finally, we observed the prover can still be slow even after adding hints and
tactics, and it was due to the order of operations in our specification differing
too much from that in the circuit. Based on this finding, we carefully write our
specification so that the order of operations in the specification closely align
with that in the circuit.

With our optimizations, our final proof was able to complete under 1 minute,
a speed up of at least two orders of magnitude.

5 Evaluation

We evaluated the performance of Alcatraz in an important class of secure remote
computation problems, Private Information Retrieval.

5.1 Private Information Retrieval

A Private Information Retrival (PIR) protocol is a cryptographic protocol that
allows a user to retrieve a specific item from databases without revealing to the
server any information on which item is being retrieved, ensuring that the user’s
query remains private from the database server [14, 30]. PIR protocols are a
fundamental building block for larger privacy-ensuring schemes such as oblivious
transfer [23], secret sharing schemes [11], certificate transparency [36, 49], and
password-breach alerting [33, 56]. More recently, Colombo et al. [15] introduced
the first authenticated multi-server PIR scheme, ensuring the security of the
user as long as at least one server is honest. Corrigan-Gibbs and Kogan [18]
also devised a scheme to allow for sub-linear database lookups without sacrificing
server-side storage requirements.

For our project, we implemented a single-server PIR scheme using Alcatraz.
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5.2 Evaluation Setup

We follow the common practice to represent PIR queries in one-hot encoding.
To perform retrieval, each bit in the query is multiplied with the corresponding
entry in the database (i.e. the first query bit is multiplied with the first entry,
etc), and the resulting products are all summed together to produce the final
answer. Note that we do not need to worry about overflow because only one of
the (decrypted) query bits is set to 1.

To ensure security, queries are encrypted by AES128 before leaving the client.
All the above-mentioned multiplication and summation operations are carried
out in an encrypted ALU on the server.

In our implementation, we integrated the encrypted ALU with an Ibex RISC-
V core [21] and a pipelining vector coprocessor (Vicuna) [47].

Parallel Processing To take advantage of data parallelism, we integrated
the encrypted ALU with Vicuna to utilize its support of vector registers, where
each register is set to the max supported width of 2048 bits.

We added two types of custom RISC-V instructions to perform encrypted
ALU computation:

e sumprod(k) vd, vi, v2
e sumall(k) vd, vi, v2

The main idea is to store 16 128-bit ciphertexts per register, which allows
us to perform sum-of-16-products in one instruction. It also allows us to add 32
ciphertexts in one instruction, giving us a massive improvement in performance.
The definitions for the custom instructions are given in Algorithms 1 and 2.
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Input:
k: an integer (0 < k < 128), specifying which 16-bits of v1 to process
v1: the i-th, ..., (i +2047)-th bits of the query (encrypted in AES128)
v2: 16 blocks of 128-bit plaintext (the j-th, ..., (j + 15)-th entries of
the database), to be multiplied with the query bits
Output:
write encrypted sum of products to (k mod 16)-th 128-bit block in vd

m=k >> 3;
n =k & 0bl111 ;
p =k & 0b1111 ;

/* get the m-th ciphertext */

c =vim*128:mx* 128 + 127];

d = Decryptagsizs(c);

/* perform sum-of-product operation between 16 query bits and 16
entries */

8 e =d[n*16]*v2[0:127] 4+ ... + d[n* 16 + 15] * v2[1920 : 2047];

9 vd[p * 128 : p* 128 + 127] = Encryptagsizs(e);

B = R L A A

Algorithm 1: sumprod(k, v1, v2): calculate the sum of products be-
tween 16 bits of the encrypted query vector (v1) and the corresponding
16 database entries (v2). k specifies which 16 bits of the query to process,
and what location in vd to write the output. v1 and v2 are passed in
registers. k is encoded in funct7, a 7-bit field in the RISC-V instruction
format.

Input:
k: an integer (0 < k < 16), specifying the output location in vd
v1: 16 blocks of 128-bit data (encrypted in AES128)
v2: 16 blocks of 128-bit data (encrypted in AES128)
Output: encrypted sum of all 32 blocks to k-th 128-bit block in vd
1 for i =0...15do
2 d; = Decryptagsizs(vi[(i*128) : (i x 128) 4 127]);
5 | es = Decryptapsizs(v2(i +128) : (1 128) + 127]);
4 end
5 f=do+ ... +dis +eo+ ... + €5
6 vd[k x 128 : p x 128 + 127] = Encryptagsizs(f);

Algorithm 2: sumall(k, v1, v2): calculate the sum of 32 128-bit blocks
(16 from v1 and 16 from v2). Inputs are encrypted by AES128. k is
encoded by 4 bits in funct7, a field in the RISC-V instruction format.
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Our PIR algorithm Using the new instructions, we can perform PIR by
computing sum of products between the query vector and the database entries,
and outputting the final (encrypted) sum, which is the retrieved entry.

We assume the database has k entries, where k is a multiple of 2048. (If
not, we can pad it by adding extra dummy entries.) For clarity, our algorithm
assumes each database entry is a 128-bit data block. For databases where each
entry has m 128-bit blocks, we perform the same algorithm m times, each time
outputting the i-th (0 < i < m) encrypted block of the final answer.

sumall

N

log,,(k)
levels
sumall sumall
32 ciphertexts M
sumprod sumprod sumprod
d, d, Gl an d,, dy, d1o o a
9 9, 95 96 947 931 Q16 | | Duers P

Figure 8: Computation tree for the PIR algorithm. qo, ..., gx—1 represents bits in the
query. do, ..., dx—1 represents the entries in the database, where each entry is a 128-bit
block.

Reducing pipeline stalling Our integration includes a modified instruction
decoder in the pipelining vector coprocessor, which dispatches the custom in-
structions to the encrypted ALU. Through experimentation, we identified two
default configuration settings that caused unnecessary pipeline stalling:

e The eXtension Interface between the main core (Ibex) and the coprocessor
(Vicuna) allowed only 8 outstanding instructions.

e Vicuna’s own instruction queue also allowed only 8 outstanding instruc-
tions.

We increased both settings from 8 to 16, and observed improved pipeline uti-
lization (cycle-per-instruction for encrypted instruction improved by 4.3%).
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5.3 Benchmark

We compare our implementation to the state-of-the-art FHE implementations
for several PIR tasks[38]. We implemented PIR algorithm in C and inline
assembly, and ran the benchmark in the Verilator simulator [52]. We measured
the performance by taking advantage of Ibex’s built-in performance counter to
obtain the clock cycle counts. To estimate the actual time, we assumed our
hardware running at a clock frequency of 667 MHz, shown to be achievable for
AES on FPGA by Lee et al. [32].

Our benchmark includes three datasets whose sizes are the same as those
described in [38] (Table 2). Our results show that Alcatraz achieves up to 21.3x
speedup in computation time over the current state-of-the-art FHE-based PIR

protocol.
Database size | Entry size | Computation time (s) | Speedup
(entries) Spiral [38] | Alcatraz
Dataset 1 220 2568 0.85 0.040 21.3x
Dataset 2 2'8 30KB 8.99 1.174 7.66x
Dataset 3 21 100KB 2.38 0.245 9.71x

Table 2: Comparison of Alcatraz with SpiralStream [38] for Single-Server Private
Information Retrieval

6 Conclusion

Microarchitectural side-channel attacks enable an adversary to gain information
about sensitive data. These attacks have been shown to recover secrets such as
RSA private keys. Hardware bugs and vulnerabilities exploited in such attacks
are difficult to detect and prevent, yet they are increasing important because
more and more computing is happening remotely in the cloud.

In this paper, we assume a threat model where a powerful adversary has
all but physical access to a remote computer. Under this model, we introduce
Alcatraz as a solution to secure remote computation. The central piece is a
secure ALU which is sandwiched between a decryption step and an encryption
step. All sensitive data remain encrypted when they are outside the secure
ALU. When performing computations, sensitive data enter the secure ALU as
encrypted ciphertext, and the computation results are encrypted before leaving
the secure ALU.

We have verified that Alcatraz is secure at the wire-level. In particular, we
verified an AES implementation in Verilog, as well as our minimal arithmetic
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logic unit. Furthermore, Alcatraz brings in the encryption key needed by AES
via an authenticated key exchange using ECDSA. The key provisioning process
reduces the need for trust in an outside channel for a shared secret. The secure
ALU, combined with key provisioning, allows us to create a chip that can add
secure remote computation capabilities to existing computers.

We implemented a single-server PIR task using Alcatraz. We utilize the full
2048-bit registers allowed in the Vicuna coprocessor to increase parallelization.
We managed to achieve a 7x to 21x speedup when compared to current state-
of-the-art FHE implementations.
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