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CLARGA: Adaptive Residual Graph Attention for Contrastive Multimodal
Representation Learning

Santosh Patapati
Panther Creek High School
1875 PGA Pkwy, Frisco, TX 75034

santosh.patapati.311@k12.friscoisd.org

Abstract

Multimodal representation learning is becoming in-
creasingly important due to the growing availability of di-
verse multimodal data across various domains. Particu-
larly, the ability to adapt to arbitrary numbers or types
of modalities is useful for improving flexibility. We pro-
pose CLARGA, a general-purpose multimodal representa-
tion learning architecture that builds a learned attention-
weighted graph over modality features and uses Graph
Attention Networks to fuse them. CLARGA is trained
end-to-end with combined supervised and contrastive loss,
which aligns modalities while maintaining each modal-
ity’s own strength. We demonstrate CLARGA’s effective-
ness in diverse multimodal representation learning tasks
across 7 datasets spanning finance, human-computer in-
teraction, general multimedia classification, and complex
affective computing. It consistently outperforms baselines,
ablations, and recent state-of-the-art approaches. Particu-
larly, we demonstrate the highest known performance on
the DAIC-WoZ dataset for multimodal depression identi-
fication. Our results show that CLARGA is an accurate
and robust general-purpose fusion framework suitable for
a wide range of complex multimodal learning tasks.

Keywords—representation learning; graph construction;
modality fusion; graph attention networks (GAT); con-
trastive multimodal learning; cross-modal alignment

1. Introduction

Multimodal data—images, audio, text, time-series, and
more—are now commonplace across a variety of domains
[9]. Effectively representing and fusing information that
arrives in different sensory or semantic formats has there-
fore become a core challenge of machine learning, with
a wide range of applications including chemistry [42],
physics [32], and healthcare [34]. Naive strategies that sim-
ply concatenate feature vectors (“early fusion™) or average

modality-level decisions (late fusion”) often struggle with

heterogeneity, quadratic growth in parameters, and sensitive

behavior when some inputs are missing [8, 9, 70]. Likewise,
end-to-end attention-based fusion models typically require

paired data for every modality at training time [30, 74].

Such models may scale quadratically with the number of

modalities, making them costly or infeasible for real-world

applications [22, 55].

We introduce Contrastive Learning with Adaptive Resid-
ual Graph Attention (CLARGA), a general-purpose fu-
sion architecture that accepts arbitrary numbers and types
of modalities. It models modality embeddings as nodes
in a fully-connected, per-sample graph. A lightweight
multi-head Graph Attention Network (GAT) [79] computes
learned edge weights, enabling each modality to draw in-
formation from each other with sub-quadratic complex-
ity. Residual connections and Layer Normalization stabi-
lize deeper message passing and mitigate oversmoothing.
When training, CLARGA employs a hybrid objective that
couples supervised task loss with the InfoNCE contrastive
term, maximizing a lower bound on mutual information be-
tween each unimodal embedding and the fused representa-
tion, thereby aligning modalities even when some are noisy
Or messy.

Our contributions are as follows:

1. We introduce CLARGA, a graph-based plug-and-play
architecture for multimodal representation learning sup-
porting arbitrary numbers and types of modalities.

2. We couple this adaptive graph fusion with a lightweight
contrastive alignment objective that draws each uni-
modal embedding toward the fused representation.

3. To handle missing inputs, we employ a learnable
mask embedding that substitutes absent modalities and
integrates with the attention mechanism for robust,
variable-set fusion.

4. We construct novel proofs that build on existing the-
ory. Specifically, we provide: (i) universality of
the fusion block as an approximator of any contin-
uous permutation-invariant function; (i) a Lipschitz



bound quantifying the impact of a missing modality
on the fused vector; and (iii) a Rademacher-complexity
excess-risk bound for the joint supervised—contrastive
loss.

5. Across seven public benchmarks, CLARGA consis-
tently outperforms strong baselines, state-of-the-art fu-
sion methods, and ablations, achieving the best-known
results on the DAIC-WoZ dataset.

2. Related Works

2.1. Early Fusion Architectures

Early work used feature-level fusion, where raw features
from all modalities are concatenated and fed into a single
model, and decision-level fusion, where each modality is
processed by a separate model and their final predictions
are aggregated [61, 66]. Despite their simplicity, both ap-
proaches struggle with heterogeneity, quadratic growth of
parameters, and missing inputs.

2.2. Attention-based & Transformer-style Fusion

Recent systems are beginning to use learned attention
mechanisms that let the model weight modalities on a per-
sample basis. Cross-modal attention [85] has become pop-
ular for fusing information across modalities. MulT [74] in-
jects attention across every stream so that one modality can
guide another without explicit temporal alignment. (Na-
grani et al., 2021) [55] builds on this with the Multimodal
bottleneck Transformer to funnel all cross-modal interac-
tions through a few shared “bottleneck™ tokens per layer,
compressing attention and cutting its quadratic cost while
creating rich cross-modal exchange.

2.3. Graph-based Fusion

Graph-based architectures represent heterogeneous inputs
as nodes and edges in a graph, enabling flexible relational
modeling. Graph Attention Networks [79] extend this by
learning attention weights on edge. Graph-based fusion, a
newer approach, begins by building a graph in which nodes
encode information about each modality (e.g., entire audio
or video modalities), or even finer-grained elements (e.g.,
objects or words) [20, 41]. Nodes are connected by edges
which encode the relationships between the modalities.

2.4. Learning Shared Representations

Beyond task-specific fusion, models can learn modality-
agnostic embeddings that can be reused across tasks. Deep
CCA [3, 11] trains per-modality encoders to maximize cor-
relation of paired samples. Other variants combine this
with task-specific losses (e.g., VILBERT [45]) to preserve
modality-specific details while aligning shared structures.

2.5. Contrastive Alignment

Contrastive learning has delivered gains in zero-shot trans-
fer. CLIP [63] aligns image and text encoders by pulling
matches pairs together in embedding space and pushing
mismatches apart. For example, DGI [80] uses a contrastive
InfoMax objective [28] to maximize mutual information be-
tween local node-patch embeddings and global graph sum-
mary for unsupervised representation learning.

2.6. Handling Missing Modalities

Real-world deployments can suffer from missing modali-
ties, which model architectures have to account for. Many
models that address this issue employ imputation [62, 73,
89], robust training [47, 86], or shared-specific factorization
[75, 84]. Across these methods, learned mask tokens and
contrastive alignment losses have emerged as lightweight
yet effective tools. The former gives models an explicit
symbol for missing data [49, 56, 64], while the latter keeps
partial-input embeddings close to the manifold learned from
complete data [21, 44, 88]. Both have been demonstrated to
be effective independently.

3. Methodology

3.1. Problem Setup
3.1.1. Data and Notation

We consider a supervised dataset

D= {(xgn)w"’mg\r})v y(n))}N

where each example may contain up to M heterogeneous
modalities. For the m-th modality, we denote the input do-
main by X,,,. A modality-specific encoder

)
n=1

fm s Xy — RY

maps raw input to a d-dimensional latent representation

Missing modalities are common in real data. Whenever
modality m is absent we substitute h,,, with a learned mask
embedding hpyasx € R A diagonal binary mask

M = diag(mll, .-

is stored so that the graph-attention block can conve-
niently ignore self-edges of masked nodes (details in §3).

Each sample is accompanied by a task label y (class la-
bel, regression target, or multi-label vector). We train the
model with a supervised loss Ly, combined with a con-
trastive alignment term.

.,marar), mi; = 1 iff modality 4 is missing,



3.1.2. Goal

Our aim is to learn the parameter set

0={ s far, W, We Wy, ar, g},

where: (1) Wy, W;, project node features to query / key
space for the multi-head graph-attention layers; (2) W,
contains the weights of the residual GAT message-passing
blocks; (3) qr is a learnable query vector that aggregates
node embeddings into the global fusion vector zfysion; (4) g
is a shallow prediction head.

The parameters are optimized for predictive accuracy
and modality-fusion alignment, so that: (1) The fused pre-
diction §j = g(2fusion) minimizes the task loss on the training
set; (2) Each modality embedding h,, shares high mutual
information with zfion, €nforced through a batch-wise In-
foNCE objective.

3.2. Proposed Approach

In this section, we detail the full CLARGA pipeline in gen-
eral use cases.

3.2.1. Modality Encoders

For each of the M input modalities (e.g. image, audio, text,
tabular, time series), we employ a dedicated encoder that
projects raw data into a shared d-dimensional feature space.
In our experiments, we fix d = 3

If a modality is missing for a given sample, we substitute
its embedding by a learnable mask vector Ay, ,sx € R256. A
binary mask tensor accompanies the embeddings so later
layers can ignore unusable nodes.

3.2.2. Adaptive Graph Attention

The M modality vectors {h;}M, form the nodes of a
sample-specific, fully connected directed graph. To quan-
tify how much information each modality should gather
from every other, we employ a multi-head graph-attention
mechanism.

First, each node is projected into a shared query-key
space:

q; = thiv kj — thjv anwk c R128X256.
For every attention head h € {1,...,H} (with H = 4
in our default configuration) we compute the raw compati-

bility score

eft) = LeakyReLU(g{" " k{").

To prevent a node from redundantly attending to itself
and to exclude missing modalities, diagonal scores and rows

'The encoders employed in experimentation include ResNet, 1D-
CNNs, BERT-based encoder models [18], and more. The encoders can
be cither trainable or frozen (see Section 4).

corresponding to masked inputs are set to —oco. The softmax
operation along each destination node then yields normal-
ized attention coefficients.

o )
T Y exp(el)))
ki

The resulting ag-l) values determine, on a per-sample ba-

sis, the strength with which modality j influences modality
1 during subsequent message-passing layers.

3.2.3. Residual Graph-Attention Layers

To propagate information across modalities we apply a
stack of L residual graph-attention layers. In our experi-
ments, we fix L = 3. Atlayer £ € {0, 1} each node i aggre-
gates messages from its neighbours via the head-averaged
attention coefficients introduced in §3.2.2.

1 H M
) _ ZZ (h) 1.(0)
h=1j=1

The aggregated message is concatenated with the node’s
current state and linearly transformed,

jAC - Wg[h@)ﬂm@] W, € R256x512

after which a residual connection and Layer Normaliza-
tion produce the updated embedding,

hgeﬂ) = LayerNorm(hz(-e) +Dropout(i~zgé))).

Empirically, three such layers provide a sufficient field
without too much computation, although we have not yet
tested deeper stacks.

3.2.4. Fusion Read-Out

Once message passing is complete, the model must collapse
the M context-enriched node embeddings into a single mul-
timodal representation. We introduce a learnable query vec-
tor ¢z € R'?® and compute scalar relevance scores.

si = qpWihi®,

which are converted to attention weights 5; =
softmax(sy,...,spr). The final fused vector is the corre-
sponding weighted sum:

M
Zfusion — Z/Bl hEL)
=1

A dropout layer with probability 0.1 is applied to Zgysion
before it enters the task-specific prediction head.



3.2.5. Optimization Objective

CLARGA is trained with a dual-term loss that couples su-
pervised learning with a modality-fusion alignment loss.

Firstly, we incorporate task loss. For a labeled example
(z,y) the supervised term is

CE(9<qusion) ) y) )

MSE(g(2fusion), ¥), regression,

classification,

where g denotes the shallow prediction head.

Secondly, to ensure that every modality remains well
aligned with the fused representation, we adopt the In-
foNCE contrastive loss [78] with batch negatives. In our
experiments, we fix 7 = 0.07.

3.3. Theoretical Analysis

We are able to establish three guarantees for parts of
CLARGA. First, the fusion block is a universal approx-
imator for continuous permutation-invariant functions on
heterogenous modality sets (§3.3.1). Second, the archi-
tecture is Lipschitz-robust to single-modality dropout, so
the fused representation (and hence the prediction) de-
grades in proportion to the missing input’s norm (§3.3.2).
Third, the hybrid supervised-contrastive objective inherits
a data-dependent O(+/log N(g)/n) excess-risk bound re-
cently proved for supervised contrastive learning under non-
IID tuple sampling (§3.3.3). We also provide commentary
on existing proofs and literature regarding InfoNCE align-
ment loss (§3.3.4) and on how residual-LayerNorm GAT
layers prevent oversmoothing (§3.3.5).

3.3.1. Universality of the CLARGA Fusion Block
Proposition 1. Let

f:(RHM 5 RP

be any continuous permutation invariant function. For
every compact K and every ! >0, there exists a choice of
weights 0 in a three-layer, multi-head CLARGA fusion block
such that

sup|[CLARGAy(z) — f(z)|| <e.
zelk

Proof sketch.

1. Deep-Sets form. (Zaheer et al., 2017) shows any con-
tinuous, permutation-invariant f can be decomposed as
p(22; o(x:)) 871,

2. Attention subsumes summation. A multi-head GAT with
shared query and key projections computes ) . cv;P(x;).
Setting all logits equal forces «; = 1/M, recovering
the Deep-Sets sum. Learnable logits therefore strictly
enlarge the function class.

3. Continuity and invariance. Because the softmax is
continous and symmetric, the map (x1,...,25) —
>, ai¢(x;) stays inside the invariant function space S.

4. Density preservation. Composing with a universal MLP
p maintains density in S [16, 31].

Therefore the CLARGA fusion block is dense in S, ex-
tending invariant-network universality results for attention-
based fusion [51]. The full proof and explanation with ar-
chitectural information is written in Appendix A. O

3.3.2. Lipschitz Robustness to Missing Modalities

Proposition 2 (Lipschitz robustness). Assume each en-
coder fy, is L-Lipschitz and that the fusion weights satisfy
>; Bi = 1 with B; > 0. Replacing a single modality k by
the mask embedding hmask yields

||qu11 masked” < Lﬁk ||ij||

fusion — “fusion
If the task head g is further constrained to be K-

Lipschitz (e.g. via spectral normalisation), the prediction
perturbation obeys

lg(z"1) = g(zm)|| < KL By |

Full proof and explanation in Appendix B.

Proof sketch. The encoder perturbation obeys |hy —
hmask| < L|xg|. All other encoders remain unchanged.
Graph-attention layers are 1-Lipschitz when attention co-
efficients are treated as fixed in the forward pass [5]. Be-
cause each subsequent residual GAT layer and LayerNorm
is non-expansive, the perturbation norm after L layers is
still bounded by L|z|. Finally, the fusion step is a convex
combination with coefficient 5y, scaling the deviation by at
most 5. The optional classifier contributes a multiplicative
K factor, completing the bound. Full proof appears in Ap-
pendix B. O

3.3.3. Generalization Bound for Supervised—Contrastive
Objective

Proposition 3 (Rademacher complexity bound). Let H be
the class of CLARGA networks whose parameter matrices
have Frobenius norm bounded by B and whose activation
Sfunctions are 1-Lipschitz. Let h minimise the empirical hy-
bridloss L = Lgup, + AcLnck over n ii.d. examples. Then,
forany 0 < § < 1, with probability at least 1 — 0,

ghy—&* < O(\/B2 fett + log(l/é))

n

where deg is the effective rank of the network’s Jacobian
and O hides poly-log factors in the batch size used for neg-
atives.

Proof sketch.



1. Hybrid loss Lipschitzness. Both Lg,, (cross-entropy
with bounded logits) and Lycg (softmax with tem-
perature) are 1-Lipschitz in the network outputs given
spectral-normalised weights.

2. Rademacher complexity. The empirical Rademacher
complexity of # is bounded by O!(B+/des/n) follow-
ing (Bartlett and Mendelson, 2002) [10].

3. McDiarmid concentration. Lipschitz continuity of the
hybrid loss ensures a standard concentration inequality,
giving the stated high-probability bound.

A full proposition, group of lemmas, and formal proof

are written in Appendix C.

O

3.3.4. Mutual-Information View

InfoNCE is a variational lower bound on mutual infor-
mation between two random variables and becomes tight
when the critic is optimal [78]. In CLARGA the critic is
the cosine-similarity in the fused space (§3.2.6), so maxi-
mizing Lncg encourages each modality embedding hm to
retain information predictive of zfusion. While stronger
f-divergence bounds exist [46], we found no empirical ben-
efit over 7 = 0.07 when testing on AV-MNIST [81] and
ENRICO [17].

A complete proposition, formal proof, and additional
commentary are written in Appendix D.

3.3.5. Depth, Residual Connections, and Oversmoothing

Finally, residual connections and LayerNorm provably mit-
igate oversmoothing in linearised GNNs [67]. Since each
CLARGA layer matches the standard residual-LayerNorm,
the lower-bound of (Scholkemper et al., 2025) ensures that
node representations cannot collapse entirely. This justifies
our choice of L = 3 (§3.2.4).

A complete proposition, formal proof, and additional
commentary are written in Appendix E.

4. Experimental Setup
4.1. Datasets

Table 1. Information on the datasets utilized in experimentation

Dataset Prediction Task Modalities Count
AV-MNIST Digit Image, Audio 56.0k
MM-IMDb Movie Genre  Image, Text 25.9k
STOCKS-F&B Stock Returns  Timeseries 75.5k
STOCKS-HEALTH Stock Returns Timeseries 75.5k
STOCKS-TECH Stock Returns  Timeseries 75.5k
ENRICO User Interface  Image, Set 1,460
DAIC-WoZ Depression Video, Audio, Text 189

We evaluate CLARGA across a diverse range of datasets
to evaluate its generalization and robustness across a variety
of applications (see Table 1).

4.1.1. AV-MNIST

The Audio Visual-MNIST (AV-MNIST) [81] dataset con-
tains spoken audio and image pairs for digit classifica-
tion tasks. It is a synthetic benchmark where each sample
pairs highly noisy MNIST images [38] and TIDIGITS audio
[40], making it far more difficult than the original MNIST
dataset.

For all architectures evaluated on AV-MNIST, we em-
ploy a trainable encoder that has not received any pretrain-
ing to conduct the initial processing of each modality. The
images are encoded using a 4-layer CNN and the spectro-
grams a 2-layer CNN. They are both finally projected by
fully connected layers for processing by the evaluated mod-
els. Here, we opt to use smaller, trainable models rather
than pre-trained models to better isolate the performance of
the CLARGA and other architectures themselves.

4.1.2. MM-IMDb

From the Multimodal-IMDB (MM-IMDb) [4] dataset, we
extract poster images and plot summaries for every movie
provided in the dataset. Images and summaries are encoded
by a VGG16 [69] and Google word2vec [52] model before
being passed into the evaluated architecture for movie genre
classification from 23 options.

4.1.3. STOCKS

The STOCKS datasets, introduced in (Liang et al., 2021)
[43], are collections of stock market time series data across
three categories. Namely: (1) STOCKS-F&B, which has 14
input and 4 output stocks in the GICS Restaurants or Pack-
aged Food & Meats category [53], (2) STOCKS-HEALTH,
which consists of 56 input and 7 output stocks in the Health
Care category, and (3) STOCKS-TECH, which has 94 in-
put and 6 output stocks categorized by GICS as Information
Technology or Communication Services.

Every input stock (consisting of 500 trading days) is
treated as a separate time-series mode, with the goal of pre-
dicting returns over the next day. To adapt the task to the
baseline and state-of-the-art models, we discretize the con-
tinuous return variable R into three non-overlapping cate-
gories: (1) Low, where 0 < R < 0.1, (2) Medium, where
0.1 < R < 0.5, and (3) High, where R > 0.5. Mean
Absolute Error (MAE) is calculated by mapping the three
classes to numbers (Low — 0, Medium — 1, High — 2)
and then deriving MAE as usual. Each modality is encoded
by the same CNN-BiLSTM network, which consists of 3
CNNs, 1 BiLSTM [15], and one fully-connected layer act-
ing as projection.

4.1.4. ENRICO

ENRICO [39] is a higher-quality subset of the ENRICO
dataset [17] consisting of Android app screens categorized
by their design topics. We extract Ul screenshots and view
hierarchy from the dataset. The view hierarchy is treated as



a set as it contains an unordered collection of UI elements
that each contain metadata and their spatial and structured
layout [43].

A frozen pre-trained ResNet-18 [24] model with its head
replaced by a projection layer is used for encoding. We em-
ploy a frozen pre-trained model as an encoder here due to
the relatively small size of ENRICO and the level of com-
plexity the task already contains.

4.1.5. DAIC-WoZ

The DAIC-WoZ dataset [23] consists of data from 189 psy-
chotherapy clinical interview recordings. Every recording
is accompanied by a Patient Health Question-8 (PHQ-8)
[35] score, a common inventory used in psychiatry [6, 68],
which is used to classify the associated participant as either
depressed or not depressed.

DAIC-WoZ faces a major data scarcity issue (see Table
1). To mitigate this, we train the proposed approach on 8-
second segments and augment the training split using the
techniques proposed in (Patapati, 2024) [59]. To further
mitigate this issue, we run 10-fold cross-validation and av-
erage the results across all runs [72].

We apply four encoders across three modalities when
training and testing CLARGA on the DAIC-WoZ. Facial
Action Units (FAUS) [2, 19] are pre-computed and used as
input for a BILSTM model to encode the video modality.
Text transcripts are processed by MentalRoBERTa [33] and
followed by a fully-connected layer. Audio is converted into
Mel Frequency Cepstral Coefficients (MFCCs) [1, 71] that
are processed by a BILSTM model. Audio is also processed
by wav2vec and a subsequent fully-connected layer. Every-
thing except for the pre-trained backbone is unfrozen and
trainable. These are all then processed by CLARGA for
final classification.

Due to the level of compute necessary for running ma-
chine learning on the DAIC-WoZ, we train and evaluate
only CLARGA and compare it against models specifically
designed for the dataset to analyze its ability to perform in
highly specific downstream tasks.

4.2. Baseline and State-of-the-Art Models

We train and evaluate 4 models on the benchmark datasets
to compare against CLARGA. Two of these models are cus-
tom baselines used to establish simple, modality-agnostic
fusion strategies for benchmarking, enabling us to quan-
tify the gains from CLARGA’s graph-attention fusion over
naive concatenation and averaging approaches. The other
two, Multimodal Lego (MM-Lego) [26] and FuseMix [82],
are recent state-of-the-art architectures for multimodal pro-
cessing and representation learning.

4.2.1. Early-Fusion Baseline

This baseline first encodes each modality independently us-
ing a modality-specific encoder. The resulting feature vec-

tors are concatenated into a single representation, which is
then passed through an MLP for classification.

4.2.2. Late-Fusion Baseline

The averaged late-fusion baseline encodes each modality
independently using a modality-specific encoder and classi-
fier head. The model then averages the predicted class prob-
abilities from all modalities to produce the final prediction.
This approach treats each modality’s prediction equally and
does not learn modality-specific fusion weights.

4.2.3. Multimodal Lego

MM-Lego wraps each pretrained encoder in a "LegoBlock”
that projects its output into a uniform, frequency-domain
latent space to avoid signal interference across modalities.
These blocks are stacked into a fusion model that passes the
shared latent states through each modality’s cross-attention
update in turn. We fine-tune the combined network of MM-
Lego, using the process named LegoFuse [26], for as many
epochs as the other architectures are fine-tuned or trained.

4.2.4. FuseMix

FuseMix freezes unimodal encoders and then pre-computes
their latent outputs for each modality. It then generates new
paired embeddings by linearly interpolating corresponding
latent vectors across modalities to keep them semantically
aligned. Finally, two multi-layer perceptrons project these
into a common space and align them with a contrastive loss.

As FuseMix requires unimodal encoders to be frozen,
we pre-train the backbones on AV-MNIST and STOCKS
datasets for 5 epochs before integrating them into FuseMix.

4.3. Ablation Study

To isolate the effects of different components within
CLARGA on overall performance, we conduct an ablation
study across four ablations.

4.3.1. Uniform Attention

To isolate the benefit of learning per-sample attention, we
replace the adaptive weights o ;;) with uniform weights,
setting

= for all j # 1.

M-1

This static graph forces each modality to contribute
equally. By comparing the uniform-« variant to the full
CLARGA with learned attention, we can see the extent to
which adaptive weighting improves fusion.

4.3.2. No Residual Connections

To isolate the effect of the skip connection, we remove the
residual term in each GNN layer so that

Y = o (Wym()



with no added hl(-z). This forces each layer to rely solely
on aggregated neighbor messages and tests how much the
residual helps prevent oversmoothing.

4.3.3. No Contrastive Alignment

We set the InfoNCE weight to zero (A(.) = 0), so the model
is trained purely with the supervised loss. This removes the
optimization for cross-modal alignment and tests how much
the contrastive term regularizes learning. By comparing this
variant to the full CLARGA, we measure how much the
InfoNCE objective improves generalization.

4.3.4. Early-Fusion (Mean)

We test a simple early-fusion approach by averaging all ini-
tial nodes before any graph processing:

1
Zf(l?s)ion = M Z hsLO)

We then treat zf(fs)ion as a single-node graph with no edges
and pass it directly through the decoder. This isolates the
benefit of the graph-based message-passing and attention

fusion.

4.4. Modality Dropping Robustness Test

To assess robustness to missing information, we evaluate
CLARGA, every ablation, and MM-Lego under three sce-
narios on AV-MNIST: (1) all modalities (audio and image)
present, (2) image modality dropped at test time, (3) audio
modalitiy dropped at test time. For each dropped-modality
scenario, the corresponding input is replaced with a null
value or masked out. We report classification accuracy for
each setting. We are unable to perform this experiment for
FuseMicx as it is unable to handle missing modalities.

5. Results and Discussion

We discuss the four complementary studies (as detailed pre-
viously in §4): (1) cross-dataset benchmarking (Table 2),
(2) robustness analysis on AV-MNIST (Table 3), and (3)
domain-specific evaluation on DAIC-WoZ (Table 4).

5.1. Cross-dataset Benchmarking

Across seven benchmarks, CLARGA attains the highest or
joint-highest accuracy on every task while maintaining very
low GFLOPs when compared to the state-of-the-art models.
On MM-IMDb, CLARGA improves move-genre prediction
accuracy to 69%, a 3 percent gain over MM-Lego and a 5
percent gain over FuseMix [24, 82]. For Ul-topic classifi-
cation (ENRICO), CLARGA reaches 83% accuracy, which
is a 3% margin over the next best model and 20% above the

2We exclude papers which evaluate on sub-segments of the DAIC-
WOoZ, as this has been shown to unfairly inflate accuracy metrics [12, 59]

simple early-fusion baseline. This demonstrates the effec-
tiveness of CLARGA on smaller datasets.

On the AV-MNIST benchmark, CLARGA performs
equal to MM-Lego and the Uniform Attention ablation with
an accuracy of 77%°. Interestingly, we observe that perfor-
mance of state-of-the-art models, ablations, and CLARGA
are all similar when tested on AV-MNIST. We believe this
is due to the relatively straight-forward and simple nature of
the dataset, meaning that much of the performance is based
on the capabilities of the encoders themselves. Despite this,
CLARGA performs equal to the best and we observe that it
possesses the greatest robustness to missing modalities on
AV-MNIST, as discussed in §5.2.

CLARGA leads over all other models by 1%-4% on
STOCKS datasets. We observe that CLARGA scales well
to higher numbers of modalities* very effectively, as its gap
in performance compared to other approaches increases as
STOCKS datasets incorporate more modalities (100 modal-
ities on STOCKS-TECH versus 18 on STOCKS-F&B).

Additionally, based on results across all the datasets,
we can identify that contrastive alignment gives the high-
est benefit when modalities are semantically distant. On
MM-IMDb (image + text) and ENRICO (image + set-like
data) the No-Contrastive variant fall behind CLARGA by
6% and 14%, respectively. This is consistent with recent
papers which demonstrate that InfoNCE narrows statistical
distance between heterogeneous embeddings, enabling sim-
pler classifiers to use joint cues linking different modes [90].

Put together, the results on these datasets demonstrate
CLARGA'’s ability to adapt to a wide range of modalities
(image, audio, text, time-series) across a different domains
(pattern recognition, finance, human-computer interaction)
very effectively. This is made more impressive when con-
sidering the computational complexity of CLARGA, which
is relatively low compared to the state-of-the-art approaches
and made insignificant when training larger pipelines.

5.2. Robustness on AV-MNIST

Table 3 shows that CLARGA’s adaptive design holds up
well when one channel is absent. Removing the image
modality, which appears to be the more informative modal-
ity [76], reduces CLARGA’s accuracy from 77% to 48%.
While this drop in accuracy is substantial, it is smaller
than the declines in the ablations’ performance. Early-
Fusion (Mean) drops in performance by 21% and even
the Uniform-Attention variant sees a drop of 17%. Re-
move residual links or the contrastive term reduces perfor-

3 Although the performance observed here is very poor compared to
what is expected on MNIST [14, 37], we would like to emphasize the in-
creased difficulty of AV-MNIST due to the noise, information reduction,
and artifacts introduced (as discussed in §4.1.1) [60, 76]

4For the STOCKS datasets we follow (Liang et al., 2021) and the sub-
sequent MultiBench analysis, which treat the return series of each listed
company as a separate time-series modality [43] (see §3.1.1 and §3.2)



Table 2. Performance of Models Across Datasets and GFLOPs Calculated on AV-MNIST (focusing only on method-specific components)

Model Accuracy (%) HEALTH TECH GFLOPs
MM-IMDb ENRICO AV-MNIST Acc. (%) MAE Acc. (%) MAE Acc. (%) MAE

Early-Fusion 61 63 66 51 0.53 58 0.50 64 0.45 1.214
Late-Fusion 56 65 69 53 0.51 59 0.49 63 0.46 1.214
Multimodal Lego 66 76 77 57 0.47 63 0.44 66 0.41 0.036
FuseMix 64 80 75 54 0.50 60 0.47 62 0.43 -
Uniform Attention 65 80 77 59 0.45 66 0.43 66 0.42 0.02
No Residual Connection 65 77 75 55 0.48 64 0.47 65 0.45 0.02
No Contrastive Alignment 63 69 74 49 0.58 58 0.50 62 0.49 0.02
Early-Fusion (Mean) 63 70 73 58 0.49 61 0.49 63 0.48 0.02
CLARGA 69 83 77 60 0.45 68 0.41 70 0.40 0.02

Table 3. Impact of dropping modalities on AV-MNIST dataset

Model Acc. (%) Kept Modality
Image (%)  Audio (%)
FuseMix 75 - -
Multimodal Lego 77 57 (20 pp) 43 (-34 pp)
Uniform Attention 77 60 (-17 pp) 45 (-32 pp)
No Res. Connection 75 57 (-18 pp) 42 (-33 pp)
No Contrastive Alignment 74 54 (20 pp) 38 (-36 pp)
Early-Fusion (Mean) 73 52 (21 pp) 35(-38 pp)
CLARGA 77 62 (-15pp) 48 (-29 pp)

Table 4. Performance against state-of-the-art approaches on the
DAIC-WoZ dataset.”The first section consists of models evalu-
ated on the AVEC 2016 benchmark [77], while the second consists
of K-fold [72] or Leave-One-Subject-Out (LOSO) trained models
[36].

Model Accuracy (%) Approach

(Maet al., 2016) [48] 72.0 CNN-LSTM [29, 38]
(Vazquez-Romero et al., 2020) [83] 72.0 Ensemble CNN
(Muzammel et al., 2021) [54] 77.2 LSTM + MLP [29]
(Patapati, 2024) [59] 85.1 BiLSTM + GPT-4 [15, 57]
CLARGA 91.4 Adaptive Residual GAT
(Othmani et al., 2022) [58] 874 VGGish + 1D-CNN [27]
(Patapati, 2024) (LOSO) [59] 91.0 BiLSTM + GPT-4 [15, 57]
(Muzammel et al., 2021) (LOSO) [54] 95.5 LSTM + MLP [29]
CLARGA (K-Fold) 95.7 Adaptive Residual GAT

mance further. These gains in robustness show that, by
using learned edge weights and residual message passing,
CLARGA enables the remaining audio information to com-
pensate far more effectively for the missining vision infor-
mation than static or mean-pooling-based approaches. This
demonstrates that adaptive weighting and contrastive align-
ment are the main factors behind this robustness. The pat-
tern is even clearer when the image modality is dropped
(audio only). CLARGA has a 29% loss in accuracy, but
still outperforms every other model (see Table 3).
MM-Lego [26] applies “LegoBlocks”, wrapping each

pretrained encoder in a small adapter that projects its out-
put into a common latent space and then updates it through
cross-attention with other modalities. When we remove
the audio modality, MM-lego faces a 20% loss in accu-
racy. When the image input is removed, its accuracy falls by
34%. These results place MM-1Ego between full CLARGA
and the simpler ablations in terms of robustness. In other
words, model-merging adapters give some level of robust-
ness. However, without CLARGA’s per-node, sample-
specific attention and contrastive alignment, they cannot
match its ability to recover when a modality vanishes.

5.3. Complex Downstream Task: DAIC-WoZ

Table 4 summarizes results on multi-modal depression.
This is a highly difficult and very specific downstream task,
where models must pick up on and learn extremely subtle
cues correlating to mental health [7, 25]. The complexity
of the DAIC-WoZ is shown by the fact that even for models
constructed specifically for the dataset, the vast majority do
not surpass 80% accuracy [50, 54, 65, 77], and fewer 90%.

CLARGA attains 91.4% accuracy on the AVEC-2016
challenge benchmark, surpassing all baselines proposed in
the original challenge and recent state-of-the-art models.
Under 10-fold cross-validation, CLARGA reaches 95.7%
accuracy, surpassing models evaluated using LOSO.’

We believe that the performance improvement stems
from two main factors. Firstly, graph attention balances
the uneven predictive strength [54] of the different features
and modalities present in the DAIC-WoZ. Secondly, con-
trastive alignment mitigates the well-known scarcity and
imabalance of psychiatric data [13, 50, 54, 59]. This level
of performance shows CLARGA’s ability to adaptively fuse
very different modalities and pick up on faint cross-modal

5The only reason we do not scale to LOSO testing is due to its high
compute cost. This biases the comparison in favor of LOSO-based models
due to their better access to training data, putting CLARGA at a disadvan-
tage, as demonstrated in previous DAIC-WoZ-based papers [54, 59]



cues. Such cues are only revealed given the context of mut-
liple separate modalities. This also demonstrates the frame-
work’s high-quality, general-purpose design.

6. Conclusion

CLARGA delivers a versatile and efficient framework that
consistently excels across diverse multimodal representa-
tion learning challenges. By combining adaptive graph at-
tention, residual message passing, and contrastive align-
ment, it not only achieves state-of-the-art accuracy across
several benchmarks but also adapts well to missing inputs.
Our theoretical guarantees and low computatonal cost fur-
ther demonstrate its real-world practicality. These findings
show that CLARGA offers a robust and practical approach
for general-purpose multimodal representation learning.
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Appendix

A Universality of the CLARGA Fusion Block

Proposition 1 (Restatement of Proposition 1 in Main text). Let f: (R?)™ —RP be any continuous
and permutation-invariant function; i.e. f(Tx(1),...,Txrn)) = f(T1,...,701) for every permu-
tation m € Syy. For every compact set K C (RY)M and every e > 0, there exists a parameter
configuration 0* of a three-layer, multi-head CLARGA fusion block such that

sup ||CLARGA: (z) — f(z)| < e. (A1)

ze
Proof. The argument proceeds in three stages.

1. DeepSets normal form. (Zaheer et al., 2017) proved that the set of functions of the form
p(zi]\il (b(xz)) with p, ¢ continuous is dense in the space S of continuous permutation-invariant

maps on compact domains. Hence it suffices to approximate h(z1,...,za) = p(3; ¢(z;)) to
arbitrary accuracy.

2. Summation via attention. Consider a single-head graph-attention layer with shared linear
query/key projections W, Wy, € R™*% and value map ¢. Its output (before message passing) is

M
exp((Wyxs, Wy;))
E i P\Ti), i = . A2
izla @), @ Zj exp((quj,kaj>) (A.2)

Choose W, = W}, = 0 so that every inner product is zero; then cov; = ﬁ and the layer implements the
mean % >, #(x;). Multiplying the value matrix by M rescales the mean to a sum. Thus the family
of attention layers contains the DeepSets aggregator. Because the softmax weights a; are themselves
learnable via W, Wy, the attention mechanism strictly enlarges the representable function class.

3. Universal approximation. Fix ¢ > 0 and compact K. By the universal-approximation theorem
for two-layer ReLU (or LeakyReLLU) MLPs, there exist finite-width MLPs ¢. : R — R" and
pe : R™ — RP such that

M
supl[p<(D_ ¢-(2:)) — f(@)]| < (A3)
zelkl i—1

| ™

We embed these into CLARGA’s three-layer fusion block as follows:

1. Attention-sum (Layer 1): Use a single attention head whose value map is the MLP ¢..
Set W, = W}, = 0 so that o; = 1/M. Multiply the head’s output by M to obtain exactly

2?11 @< (x;). Dropout is disabled at approximation time; LayerNorm is absorbed into the
subsequent linear transform.

2. Nonlinear projection (Layer 2): Apply a LeakyReL U activation to the summed vector,
then a learned linear map U projecting into R".
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3. Final read-out (Layer 3): Apply a LeakyReLU activation followed by a linear map V'
so that = ~— V (LeakyReLU(U(z))) = p.(x). The residual skip and LayerNorm can be
absorbed into V.

By construction, this block computes exactly p. (3, ¢-(z;)) on K. Hence

supHCLARGAg* (z) — f(m)H <

fri_g (A4)
e 2

completing the proof. O

Commentary

Proposition[T]extends the classical DeepSets universality result to CLARGA’s attention-based fusion:
if the logits are forced equal, the layer reproduces the set sum; with learnable logits it can adapt
the weights «; to each sample, strictly increasing expressive power while retaining permutation
invariance. Because both softmax and MLPs are continuous, the resulting function class remains
dense in the invariant space S. Hence, no matter how complex the true multimodal fusion rule
is (provided it is continuous and order-agnostic), a suitably wide three-layer CLARGA block can
approximate it arbitrarily well on any bounded domain.

B Lipschitz Robustness to Missing Modalities

Proposition 2 (Restatement of Proposition 2 in Main Text). Assume

1. each encoder f,, : X, — R% is L-Lipschitz, i.e. ||fm(x) — fm(2')| < L|jz — 2'|| for all
z, %" € Xy

2. every linear weight matrix that appears inside a graph-attention or projection layer is
spectrally normalised so its operator norm is at most 1,

3. the fusion coefficients satisfy 3; > 0 and Zf\il Bi=1;
4. the prediction head g : R —RP is K-Lipschitz (e.g. enforced by spectral normalisation).

Let zgl‘lllon denote the fused representation obtained from the complete modality set {z;}}, and

zg}fls(}‘rfd the fused representation when modality k is missing and replaced by the learned mask

embedding hyasi. Then

|| 2fition — Zhcmmed || < L Br |, (B.1)
l|l9(zhtion) — g(zRsomed)|| < K L B ||wxl|. (B.2)

Proof. Let 29 € X), be a fixed reference input (e.g. the zero vector) and define the mask embedding
so that

hmask = fi(23). (B.3)
Set
o = fulzr) — frla}). (B.4)
By encoder Lipschitzness,
180ll = Il fu(@x) = fu(@)l < Lllz — 2fll < Llaxll. (B.5)

"LayerNorm, residual addition, ReLU, and dropout are (weakly) non-expansive, hence 1-Lipschitz. Softmax
is 1-Lipschitz on probability-simplex-valued logits under the ¢; norm; we treat the attention coefficients as fixed
during the forward pass because the perturbation concerns only the input features.
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Stability of one graph-attention layer. Fix any one GAT layer (with H heads). Under our
spectral-norm assumptions each of the following maps is 1-Lipschitz:

* the query/key projections h — Wyh and h — Wyh,
* the softmax-over-dot-products ¢ — «(¢) on any compact logit domain,
* the message-aggregation h — a h,

* the linear update and residual+LayerNorm h — h + W, [h||m].

Hence the combined attention-plus-update block is 1-Lipschitz, and
[0l < [|6g—all, €=1,..., L. (B.6)
By induction, 0| < ||d0]] < Lz

Fusion step. The fused vector is a convex combination z = Zf\il Bi hz(.L). Only the k-th summand
differs between the two passes, hence

u maske L L
2timion — s | = B Ik = hSll < Brllorll < L By [l (B.7)
establishing G.1.
Task prediction. Finally, apply the K -Lipschitz continuity of g:

”g( full ) _ g( masked)” S K Hzfull _ Zmasked” S KLIBk ||1'k||7 (BS)

Zfusion Zfusion fusion fusion

which is G.2. O

Commentary

Inequalities G.1-G.2 say that the influence of dropping a modality scales linearly with three factors:

1. the encoder sensitivity L,
2. the fusion weight §;, assigned to that modality, and
3. the magnitude of the raw input ||z ||.
Because the fusion weights form a simplex, 5; < 1; missing low-weight modalities perturb the fused

representation only marginally. Furthermore, by constraining g via spectral normalization, the same
linear bound extends to the final prediction.

C Generalization Bound for the Supervised—Contrastive Objective

Proposition 3 (Restatement of Proposition 3: Rademacher complexity bound). Let H be the class of
CLARGA networks h : X — RP of the form h(x) = W ¢(x), where:

1. the representation map ¢ : X — RY is implemented by a stack of 1-Lipschitz layers
(spectrally normalized linear maps, 1-Lipschitz activations, residual / LayerNorm blocks),

2. the prediction matrix W € RP*9 satisfies |W||p < B.

Let the hybrid training loss be

L(h; (x,y)) = Leup((x),y) + Ae Lncr(h; x, batch), (C.1)

and assume the per-sample loss is L,-Lipschitz in its RP network-output argument (for fixed labels
and batch), with L, independent of n.
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Given n independent and identically distributed samples, leth € arg ming ey % Yo Lk (i, yi)
Then for any 0 < § < 1, with probability at least 1 — 6,

~ ~ B?pd, log(1/6
g(h) — inf E(h) < o<\/ pdest + log(l/ )), (C.2)
heH n
where the effective dimension d.g can be chosen as
1 & 5 . .
deg = sup — ZH(,D(Z‘Z')H27 (empirical second moment of the learned representation),
het T i

. (C.3)
and O(+) hides universal numerical constants and polylogarithmic factors in the contrastive batch
size. The multiplicative dependence on the loss Lipschitz constant L, (e.g., 1 + \./T) is absorbed
into the leading constant.

Equivalently, one may write deg via the (uncentered) second-moment matrix
n
X, = %Z c,o(:r:i)c,o(xi)T7 degt = tr(Xy). (C4)
i=1

Moreover, if || J,(x)||2 < 1 for all x and ||W||g < B, then the input-Jacobian of h(x) = W(x)
satisfies the one-sided bound

=~ tr(u(@i)Ju(@)") < B des. (C.5)

=1
Aucxiliary lemmas

Lemma 1 (Lipschitzness of the hybrid loss). Suppose Lqup(-,y) is 1-Lipschitz in its RP logit
argument (e.g., cross-entropy with bounded logits), and Lxcg(+; batch) is 1/7-Lipschitz in its RP
logit argument (InfoNCE with temperature T > 0). Then, for fixed labels and a fixed batch of
negatives,

‘C() = [’sup('a Z/) + )‘c £NCE('; batCh) (C6)
is L,-Lipschitz with
L, <142 (k)
T

Lemma 2 (Vector-valued contraction). Let ® be a function class ® C {z + u(x) € RP} and let
1 : RP — R be Ly-Lipschitz w.r.t. {5. Then the empirical Rademacher complexity satisfies

n

R o®) < L Ru(®), Ra(@) = Befsup 3 (es,u(wa))], (€8)

n
ued i—1

where €; € RP are independent and identically distributed standard Rademacher vectors.
Lemma 3 (Rademacher complexity of linear predictors with bounded features). Let

G={x—=Wep(z): W] < B}. (C.9)
Let ¢; € RP be i.i.d. vectors with coordinates taking values £1 with probability 1/2. Then

3(0) < 2 (LY letl) T = 2L Vi c.10)

Proof of Lemma[3] By definition and Frobenius duality,

B.9) =5 s 13wy = ZE.

n
Wie<B '™ =4

Y e cp(xi)THF. (C.11)
i=1
By independence,

E.

n 2 n n
> eie@) || = Y Bl e l3 =p Y kel (C€.12)
i=1 i=1 i=1
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Taking square roots and applying Jensen yields

n . n ) 1/2
See@)|| < v (X le@l) 13
i=1 i=1

which gives (C.10). O

E,

Proof of Proposition 3]

Step 1: Reduce to Rademacher complexity of network outputs. Let

F={xz—h(z)=Wep(x) : he H}. (C.14)
By Lemma and vector-valued contraction (Lemma E])
Rp(LoF) < LR (F). (C.15)

Step 2: Bound R, (F) by linear complexity with bounded features. Applying Lemmapoint-
wise for any fixed ¢ yields

Rl W) [Wie < BY) < 22 (L3 o z)

i ka2 (C.16)

Taking the supremum over i € H (equivalently over admissible ¢) and using the definition of deg in

(C3) gives
B
R, (F) < \/ﬁﬁ\/deff. (C.17)

~

Step 3: Generalization via standard symmetrization. Denote by £(h) the empirical hybrid risk
and £ (h) its population counterpart. Standard symmetrization and McDiarmid concentration yield,
with probability at least 1 — 6, for all h € H,

E(h) < E(h) + 2R, (Lo F) +3 %. (C.18)

Apply this inequality to 1 and subtract inf nhew €(h) from both sides to obtain

> B./p [log(2/6)
g(h) — inf g(h) < 2L* . W\/ deﬁ‘ + 3 T, (Clg)

heH

which matches (C-2) up to absolute constants and logarithmic factors hidden in O(-). O

Interpretation and connections
The bound (C.2) isolates three key causes of generalization:

1. Capacity via B. The Frobenius constraint on the final linear map controls the size of the
function class, acting as a proxy for margin or weight decay. Smaller B tightens the bound.

2. Effective dimension d.g. Rather than the ambient width ¢, the bound depends on the
empirical second moment of the learned representation ¢(x) (i.e., the trace of its uncentered
second-moment matrix). This quantity shrinks when CLARGA learns compact, low-variance
fused embeddings. This shows a lower intrinsic complexity of the data.

3. Sample size n. The usual 1/y/n decay is recovered. Larger batches in InfoNCE affect only
polylogarithmic terms (hidden in O) through the Lipschitz constant of the contrastive term.

Under standard spectral normalization of internal layers,

[Jo(z)]]2 < 1 (C.20)
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for all z, so

Ih(@)1* = [We@)I* < [WIE le@)I* < B* o@)]*. (€21
Summing over the sample connects B2d.g with the (empirical) Fisher-type quantity:

Z tr (Jp, () Jn(2:)"), (C.22)

justifying the Jacobian phrasing in the main text.

D Mutual-Information View of the Contrastive Term

Proposition 4 (InfoNCE lower-bounds mutual information). Let (H,Z) ~ p(h, z) be a pair of
random variables where H denotes a single-modality embedding (the output of encoder f,, and
subsequent message passing) and Z denotes the fused representation zgusion. Fix a score (critic)
function

s:RYx R 5 R,

and let the InfoNCE loss with batch size K > 2 be

exp(s(H, Z)) - S
eXp(S(HvZ))Jer:_llexp(s(H,Zj—)) ’ Lo PK—1 p(2),

El(\ng(s) = E| —log

MD.1)
with (H, Z) independent of the negatives (Z ) ;. Then for any s,
I(H;Z) > log K — L&) (). (D.2)
Moreover, the bound is tight in the limit of a rich critic family: if
N p(h, 2)
s*(h,z) =log ——~ +c¢ D.3)
() =108 hyw(a)

(for any additive constant c) is attainable, then log K — L'l(\fé)E(s*) is non-decreasing in K and
converges to I(H; Z) as K — oo. For finite K the inequality in is generally strict.

Proof. Write the mutual information as

[(H:7)~E [mg p;'(zzf)‘)} (D.4)

For fixed h, define the random variable

exp{s(h,z0)}

U(h; z0,21,. .., 2Kk-1) = — log - ) (D.5)
i exp{s(h, )}
where
zo~p(z|h) and z,...,2K_1 Py p(2). (D.6)
By standard noise-contrastive arguments, Jensen’s inequality yields
exp{E[s(h, Z) | h]}
E\(l(h; Kk-1) | h| = =1 . (D7
(0 20,20 [ ]2 =108 B 2 Tl + (K — Dexp B2 TR} >
Taking full expectation and rearranging,
&) () < 10g<1 + (K — 1) Elexp{s(H,Z") — s(H, Z)}]). D.8)
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If

s*(h, z) = log p](jy;) +c, (D.9)
then ~
exp{s*(H, 2-) — s+ (i, 2)} = LE_LH) | _p(Z) (D.10)

p(Zz7)  p(Z|H)
Taking expectation over (H, Z, Z~) gives

E[exp{s*(H,Z") — s*(H, 2)}] = EH[EZ_[p%;};”} -EZ,H[pg’g‘Z}{)} ] —1. (D11
=1 =1

Thus the Jensen-based upper bound yields

L0(s*) < log(1+ (K —1)-1) = log K. (D.12)

This does not imply equality in (D.2) for finite K. The mutual-information lower bound follows
from the standard classification (noise-contrastive) derivation of InfoNCE, and with the optimal critic
s* the quantity log K — El(\ng(s*) is non-decreasing in K and converges to [(H; Z) as K — oc.
For general s, the variational argument shows (D.2)) holds as an inequality.

Remarks. The bound in is non-decreasing in K and becomes tight only in the limit K — oo
when the critic family contains the log-density-ratio. For finite K the inequality is generally strict. In
our instantiation s(h, z) = TgéE cos(h, z), the temperature Tncg scales the critic and thus the loss
sensitivity but does not alter the validity of the lower bound.

E Residual Connections, Layer Normalization, and Over-Smoothing

Proposition 5 (Per-node non-collapse under affine-free LayerNorm). Consider the linearized propa-
gation block acting on H € RM*4,

T(H) = LN(H + AHW), A e R™*M pow-stochastic, |[W||» < 1, (E.1)
where LN denotes per-node, affine-free LayerNorm. For £ > 0 and node i € {1,..., M}, let
R = Y+ (AHOW), and K™Y = LN(R{"V). (E.2)
Denote by
1< 1 2
plu) = 5> e, o%(w) = 5 (e — p(u)) (E.3)
e=1 e=1

the feature-wise mean and variance for a vector u € R?, and let ¢ > 0 be the LayerNorm stabilizer:
Then for every node i and layer (,
2(7 (£+1)
)2 = e ) (h ) (E.4)
i 2 02(h§€+1)) T
(+1)

In particular, if 02@1 ) > 0 then the post-normalization feature variance at node 1 is strictly
positive and bounded above by 1; thus that node’s embedding cannot collapse to the zero vector at
that layer.

W) =0,

Proof. For any u € R¢, affine-free LayerNorm is defined component-wise by

LN(u), = e — 1) c=1,....d (E.5)

Vo2(u) + €
It follows immediately that z(LN(u)) = 0 and
o*(u)

1 2
g IN@Iz = 55

(E.6)

Applying this to u = EEZH) yields the two stated identities. In particular, whenever UQ(iLZ(Z+1)) >0,
the post-normalization per-node feature variance is strictly positive (and at most 1), so the node’s
embedding at that layer cannot collapse to the zero vector. O
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Consequences for Depth Choice

Proposition [5| guarantees a per-node, feature-wise normalization effect: after each block, every node
has zero-mean features and, whenever the pre-normalization feature variance is nonzero, a strictly
positive post-normalization variance bounded by 1. This rules out trivial norm collapse at the node
level. While this does not preclude over-smoothing across nodes in principle, the residual path
H — H + AHW empirically mitigates the tendency to average out differences, especially at modest
depths.
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