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Optimization Application of PPO Algorithm in Reinforce�
ment Learning in Drone Attitude Balance

Abstract

Robust attitude and position control remain critical challenges for consumer drones. This studies evaluates
the performance of a Reinforcement Leaning algorithm (PPO) against traditional control algorithms on
drone’s stability in both computer simulation and real life situations. Reinforcement Learning is trained
with common parameters and rewards for small attitude error, lower angular rates, and efficient control
effort. Performance were measured across level 0 to 5 wind in simulation and level 0 to 3 in real life
experimentation. Results showed that PPO out-performed traditional PID controller in both computer
simulation and real life experimentation. PPO showed better stability than PID with reasonable actuation.
These findings indicate that PPO can produce more robust, precise control than fixed-gain controllers.
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1 � Introduction
1.1 � Background and Significances

1.1.1 � Development and Application fields of Drone Technology
Drones have rapidly evolved from niche gadgets to mainstream tools in the last decade as the manufac-
turing costs have decreased. Alongside the lower costs, many drone-related technologies have also
improved, such as sensors. To adapt to the many different environments in which drones are being used
today, flight controllers must be well-tested and exhibit desirable control even under extreme conditions.

Figure 1: DJI M30 in Extreme Conditions [1]

Drones typically consist of an inner loop for stability and control, and an outer loop for high-level tasks,
such as navigation. Many algorithms are used to achieve these abilities, such as computer vision-based
obstacle avoidance, and AI models for path planning and controls. The inner loop is implemented predom-
inantly with PID. Despite the great performance of PID in stable environments, a different algorithm is
definitely needed to navigate a harsher and more unpredictable environment.

Figure 2: PID Control

1.1.2 � Key Role of Attitude Control
The attitude of a drone (its orientation in terms of roll, pitch, and yaw) is fundamentally crucial to
its flight stability, navigation, and controllability. Maintaining the correct flight posture keeps a drone
upright and airborne. Unlike airplanes that naturally stabilize along their forward motion (under ideal
conditions), a drone is an inherently unstable system that must constantly correct its attitude to resist
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tilting. Additionally, turbulence (both externally or currents deflected off the ground) makes it even more
difficult. In essence, attitude stabilization is the inner loop that guarantees smooth flight and stability.
Without it, the drone will flip out of control.

Attitude control is also tightly linked to navigation. For a drone to move in any direction, it must first
tilt towards that direction (so the thrust has that horizontal portion). Thus, precise attitude control allows
the drone to accelerate, turn, and brake along a desired path. For example, to fly forward, a drone must
pitch down a few degrees; to hover against the wind, it must roll slightly towards the wind. Accurate
attitude control ensures these maneuvers happen with the right magnitude and timing, so that the drone’s
trajectory follows the pilot’s intent (may it be automatic or artificial).

From a user’s perspective, a better attitude controller translates to a “better” flying experience, as they
don’t have to constantly adjust the drone. Most drones include an automatic stabilization mode where
the flight controller will self-level the drone. This makes the drone easier to fly, as the pilot doesn’t have
to constantly compensate for the drift.

1.1.3 � Potential of Reinforcement Learning in Attitude Control
Reinforcement learning (RL) treats control as a sequential decision-making problem, where an agent (the
drone’s controller) learns a policy by interacting with the environment and receiving feedback in the form
of rewards. Unlike traditional model-based approaches, RL is model-free: it does not require an explicit
dynamics model. Instead, the system learns an optimal control policy through trial-and-error, optimizing
behavior to maximize cumulative rewards. Modern deep RL algorithms use neural networks to handle
high-dimensional state inputs and continuous action outputs, making them well-suited for complex drone
dynamics.

1.2 � Purpose and Problem

1.2.1 � Limitations of Traditional Controllers
Modern drones typically use a combination of hardware sensors (inertial sensors) and algorithms (PID).

Figure 3: Simple PID Diagram

Nearly all drone flight controllers rely on an Inertial Measurement Unit (IMU), which contains a 3-axis
gyroscope and accelerometer to sense the drone’s motion and orientation. The gyroscope measures the
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angular velocity around the roll, pitch, yaw axis, while accelerometers measure linear accelerations to
infer tilt. Together they provide measurement for the flight controller to maintain stability. However, raw
IMU readings are noisy and prone to drift. To address this, flight controllers use sensor fusion filters to
combine gyro and accelerometer data into a clean estimate of the drone’s attitude. [2]

Proportional-Integral-Derivative (PID) controller has long been used for attitude control in drones. PID
controllers are conceptually simple yet powerful, using three terms to correct error between desired state
and actual state. In a drone a PID loop can adjust the motor outputs based on the attitude error or angular
rate error, thereby compensating for deviations. Most drones use a cascaded PID control architecture,
where the motors are regulated using an inner PID loop and an outer loop maintaining the angles.

Another category of control solution is the use of optimal control theory, such as Linear Quadratic
Regulator (LQR), or more generally Model Predictive Control (MPC). These approaches leverage a mathe-
matical model of the drone’s dynamics to compute control inputs. LQR controllers have been designed
for drone attitude stabilization with good results, as it can offer fast response and inherent balancing of
trade-offs (like between response speed and control effort).

Besides the aforementioned algorithms, many modern drones also augment their spatial awareness using
cameras and other sensors. They use the SLAM (Simultaneous Localization and Mapping) algorithm. The
SLAM algorithm enables a drone to build a map of its environment and localize itself with that map in
real time. In the context of consumer drones, SLAM is used for positioning and obstacle avoidance, which
indirectly improves attitude control during autonomous flight.

1.2.2 � Applicability of PPO in Drone Attitude Control
PPO (Proximal Policy Optimization) is a learning-based controller. Instead of hand-tuning gains or relying
on a fixed model, PPO learns a policy—a mapping from the drone’s state (angles, rates, etc.) to motor
commands—by practice (usually in simulation first). During training, it tries many actions, sees what
works, and improves step by step. PPO adds a simple safety idea to training: only allow small, careful
policy updates each round, which keeps learning stable.

It’s particularly suitable for drone attitude control for the following reasons:
1. The drone’s true behavior changes with battery voltage, prop damage, wind, and payload. PPO doesn’t

need a perfect model; it learns how to react from experience, including tricky cases (e.g., wind, ground
effect), so it can handle nonlinear and changing dynamics naturally.

2. Instead of tuning KP, KI, KD (the values for a PID controller) by hand, you design a reward that encodes
what you care about (small angle error, low rates, smoothness, low power). PPO then tunes itself to
balance those goals. That makes it easier to target multiple objectives at once.

3. When you train in simulation with varied conditions (different masses, winds, sensor noise), PPO learns
a single policy that works across them. This “practice on many scenarios” often yields robust behavior
without per-scenario gain tables.

4. PPO can take in many signals at once (attitude, rates, motor temps, vibration metrics). Classical loops
typically use a few signals and assume the rest is constant/insignificant. PPO can learn to weigh these
inputs to make better choices.

1.2.3 � Points of Innovation
First, I adopted Reinforcement Learning algorithm (PPO) in drone attitude control to achieve better
stability than traditional PID and LQR controllers, without spending too much extra computation budget.

Second, rather than report error only, I measured actuator command distribution and second-moment
statistics to show that PPO achieves improved stability without unreasonable actuation spikes (smooth
overall action instead of sudden twitches that minimizes error).
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2 � Basics of Attitude Control
2.1 � Drone Dynamics Modeling
To model a drone’s motion, I derive six coupled, nonlinear equations—three governing translation and
three governing rotation. These arise from Newton’s second law and Euler’s rigid-body equations, framed
in two coordinate systems: an Earth-fixed (inertial) frame and a body-fixed frame.

We define:
• Inertial frame 𝑂𝐼(𝑋𝐼 , 𝑌𝐼 , 𝑍𝐼): Origin at take-off point, with 𝑋𝐼  and 𝑌𝐼  spanning the horizontal plane

and 𝑍𝐼  pointing upward.
• Body frame 𝑂𝑏(𝑋𝑏, 𝑌𝑏, 𝑍𝑏): Origin at the drone’s center of mass; 𝑋𝑏 points forward, 𝑌𝑏 to the right

wing, and 𝑍𝑏 upward through the frame.

Also, the vehicle’s orientation is described by the Euler angles 𝜑 (roll about 𝑋𝑏), 𝜃 (pitch about 𝑌𝑏), and
𝜓 (yaw about 𝑍𝑏).

We label the four rotors (each with a fixed-pitch propeller) as follows, viewed from above:
• Rotor 1 at the front (+𝑋𝑏).
• Rotor 2 on the right (+𝑌𝑏).
• Rotor 3 at the rear (−𝑋𝑏).
• Rotor 4 on the left (−𝑌𝑏).

Adjacent rotors spin in opposite directions to balance net reaction torque:
• Rotors 1 & 3 spin clockwise (CW).
• Rotors 2 & 4 spin counterclockwise (CCW).

2.1.1 � Attitude Representation
To express a vector 𝑣𝑏 in body coordinates into inertial coordinates 𝑣𝐼 , we use the rotation matrix

𝑅(𝜑, 𝜃, 𝜓) = 𝑅𝑧(𝜓)𝑅𝑦(𝜃)𝑅𝑥(𝜑)

where, for example,

𝑅𝑥(𝜑) =
(
((
(1

0
0

0
cos(𝜑)
sin(𝜑)

0
− sin(𝜑)
cos(𝜑) )

))
)

and similarly for 𝑅𝑦 and 𝑅𝑧. Thus

𝑣𝐼 = 𝑅(𝜑, 𝜃, 𝜓)𝑣𝑏

2.1.2 � Translational Dynamics
Applying Newton’s second law in the inertial frame,

𝑚 ̈𝑟 = Σ𝐹

where 𝑟 = (
𝑥
𝑦
𝑧
) is the the position, 𝑚 is the mass, and the external forces are:

1. Thrust 𝐹𝑇 : All four rotors produce upwards thrust 𝑇𝑖 = 𝑘𝜔2
𝑖 . Summed as 𝑈1 = 𝑘 ∑4

𝑖=1 𝜔2
𝑖 m, this force

acts along 𝑍𝑏 and in inertial coordinates becomes
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𝐹𝑇 = 𝑅(𝜑, 𝜃, 𝜓)
(
((
( 0

0
𝑈1)

))
)

2. Gravity 𝐹𝑔: The gravitational force, where in inertial coordinates is

𝐹𝑔 =
(
((
( 0

0
−𝑚𝑔)

))
)

3. Aerodynamic drag 𝐹𝐷: Using a linearized model that is valid at moderate speeds, Aerodynamic drag
can be modelled as

𝐹𝐷 ≈
(
((
(𝑐𝑥 ̇𝑥

𝑐𝑦 ̇𝑦
𝑐𝑧 ̇𝑧)

))
)

Combining these yields component wise equations:

̈𝑥 = 𝑈1
𝑚

(cos(𝜑) sin(𝜃) cos(𝜓) + sin(𝜑) sin(𝜓)) − 𝑐𝑥
𝑚 ̇𝑥

̈𝑦 = 𝑈1
𝑚

(cos(𝜑) sin(𝜃) cos(𝜓) + sin(𝜑) sin(𝜓)) −
𝑐𝑦

𝑚 ̇𝑦

̈𝑧 = 𝑈1
𝑚

(cos(𝜑) cos(𝜃)) − 𝑔 − 𝑐𝑧
𝑚 ̇𝑧

These capture how tilting the drone (through 𝜑, 𝜃) redirects thrust into horizontal motion, and how drag
and gravity oppose its movement.

2.1.3 � Rotational Dynamics
Euler’s equations for rotation about the center of mass are

𝑀 = 𝐼𝜔̇ + 𝜔 × (𝐼𝜔)

where 𝜔 = (
𝑝
𝑞
𝑟
) is the angular velocity in body aces (𝑝 = 𝜑̇), and 𝐼 = (

𝐼𝑥
0
0

0
𝐼𝑦
0

0
0
𝐼𝑧

) is the inertia tensor.

The total moment 𝑀 = (
𝑀𝜑
𝑀𝜃
𝑀𝜓

) has three contributions:

1. Different thrust between rotor pairs creates roll, pitch, and yaw moments::
• Roll moment 𝑀𝜑 (about 𝑋𝑏) from right vs. left rotors:

𝑈2 = 𝑀𝜑 = 𝑙(𝑘𝜔2
4 − 𝑘𝜔2

2) = 𝑙𝑘(𝜔2
4 − 𝜔2

2)

• Pitch moment 𝑀𝜃 (about 𝑌𝑏) from front vs. back rotors:

𝑈3 = 𝑀𝜃 = 𝑙(𝑘𝜔2
3 − 𝑘𝜔2

1) = 𝑙𝑘(𝜔2
3 − 𝜔2

1)

• Yaw moment 𝑀𝜓 (about 𝑍𝑏) from net rotor drag torque difference:

𝑈4 = 𝑀𝜓 = 𝑘𝑑[(𝜔2
1+𝜔2

3)−(𝜔2
2+𝜔2

4)]
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where 𝑘𝑑 (𝑁⋅𝑚⋅𝑠2

rad2 ) is the rotor’s drag torque coefficient.

2. Gyroscopic torques When the body angular rates 𝑝, 𝑞 tilt the spinning rotors, conservation of rotor
angular momentum produces gyroscopic moments:

𝑀gyro = 𝐽𝑟𝜔 ×
(
((
(0

0
Ω)

))
),     Ω = (𝜔2 + 𝜔4) − (𝜔1 + 𝜔3)

This expands to torques about 𝑋𝑏 and 𝑌𝑏:

𝑀gyro = 𝐽𝑟Ω
(
((
(−𝑞

𝑝
0 )

))
)

3. Rotational damping A linear viscous damping opposing angular rates:

𝑀𝑑 = −

(
(((
(𝑑𝜑𝑝

𝑑𝜃𝑞
𝑑𝜓𝑟)

)))
)

Finally, to obtain the roll,pitch, yaw equations, we substitute 𝑀 = (
𝑈2
𝑈3
𝑈4

) + 𝑀gyro + 𝑀𝐷 into Euler’s

equation to obtain:

𝜑̈ =
𝐼𝑦 − 𝐼𝑧

𝐼𝑥
𝑞𝑟 − 𝐽𝑟Ω

𝐼𝑥
𝑞 + 𝑈2

𝐼𝑥
−

𝑑𝜑

𝐼𝑥
𝑝

̈𝜃 = 𝐼𝑧 − 𝐼𝑥
𝐼𝑦

𝑝𝑟 − 𝐽𝑟Ω
𝐼𝑦

𝑝 + 𝑈3
𝐼𝑦

− 𝑑𝜃
𝐼𝑦

𝑞

̈𝜓 =
𝐼𝑥 − 𝐼𝑦

𝐼𝑧
𝑝𝑞 + 𝑈4

𝐼𝑧
−

𝑑𝜓

𝐼𝑧
𝑟

Each term’s origin is now clear:
• Inertia coupling (𝐼𝑦−𝐼𝑧

𝐼𝑥
𝑞𝑟): arises because I is anisotropic.

• Gyro torque (𝐽𝑟Ω
𝐼𝑥

𝑞) from spinning rotors reacting to pitch/roll.
• Control input (𝑈2

𝐼𝑥
): direct moment from thrust difference.

• Damping (𝑑𝜑
𝐼𝑥

𝑝): viscous resistance to roll rate.

2.2 � Traditional Control Algorithms

2.2.1 � PID Control and LQR Control
A proportional-integral-derivative (PID) controller is one of the most commonly used control algorithms
in industrial systems, designed to maintain a desired output by continuously adjusting the inputs. It works
by calculating the error between a desired set point and the actual process value, then using three terms—
proportional, integral, and derivative—to correct the system. Together, these terms allow for precise and
stable control in a wide variety of systems, from temperature regulation to motor speed control.\

In the following paragraphs, I will introduce the transform functions of PID. Here, 𝑒(𝑡) means the error
at 𝑡 in the time domain.
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• The proportional term reacts to the current error:

Within the time domain, we can describe this part with the formula: 𝑝(𝑡) = 𝐾𝑝𝑒(𝑡)

• The integral term accumulates past errors to eliminate steady-state bias:

Within the time domain, we can describe this part with the formula: 𝑖(𝑡) = 𝐾𝑖 ∫{𝑡}
0

𝑒(𝜏)𝑑𝜏

• The derivative term anticipates future errors based on the current rate of change.

Within the time domain, we can describe this part with the formula: 𝑑(𝑡) = 𝐾𝑑
𝑑
𝑑𝑡𝑒(𝑡)

Combining the terms together, we will have our full PID:

𝑦(𝑡) = 𝐾𝑝 𝑒(𝑡) + 𝐾𝑖 ∫
𝑡

0
𝑒(𝜏)𝑑𝜏 + 𝐾𝑑

𝑑
𝑑𝑡

𝑒(𝑡)

Where 𝑦(𝑡) is our output.

Whereas PID uses local error feedback with heuristic tuning, Linear–Quadratic Regulator (LQR) exploit
an explicit model of the dynamics.

For drones, one linearizes the dynamics about hover to obtain

̇𝛿𝑥 = 𝐴𝛿𝑥 + 𝐵𝛿𝑢,

where 𝛿𝑥 stacks small deviations in angles, rates (and possibly position/velocity), and 𝛿𝑢 are small control
increments. LQR selects a full�state feedback

𝛿𝑢 = −𝐾𝛿𝑥

that minimizes the infinite-horizon quadratic cost

𝐽 = ∫
∞

0
(𝛿𝑥𝑇 𝑄𝛿𝑥 + 𝛿𝑢𝑇 𝑅𝛿𝑢)𝑑𝑡

In practice:

• LQR handles axis coupling naturally (one gain matrix for all channels).
• Tuning via 𝑄, 𝑅 is systematic, trading agility against effort.
• Runtime cost is light (a matrix–vector multiply), suiting embedded controllers.
• For unmeasured states, one pairs LQR with a state estimator (e.g., Kalman filter), yielding LQG; integral

augmentation (LQR-I) removes steady-state offsets.

However, because LQR relies on a linearized model, performance is best for small deviations about hover;
large angles, aggressive maneuvers, prop-wash, or parameter shifts (battery, payload) degrade the model
fit. Common remedies include gain scheduling and feedforward terms. [3], [4], [5]

2.2.2 � Limitations of Traditional Controller in Nonlinear Systems
Despite the widespread use of PID, LQR and other traditional controllers, these methods encounter
significant limitations when applied to the highly nonlinear and coupled dynamics of a drone. A drone
is an inherently multivariable, under-actuated system with strong coupling between translational and
rotational motions. Classical controllers, especially those based on linearization or fixed gains, struggle to
maintain performance across the full flight. Key challenges associated with traditional control approaches
include:
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• Modelling Inaccuracies: Classical designs often assume a reasonably accurate mathematical model of
the drone. In reality, factors like unmodeled aerodynamic effects, parameter uncertainties (mass distri-
bution, motor thrust), and time varying mechanics (battery voltage dropping) can all cause the true
system to deviate from mathematical model. A controller tuned on an approximate or simplified model
may thus exhibit degraded performance or even instability when these discrepancies arise. For example,
feedback linearization can in theory cancel nonlinearities exactly, but it requires an exact model; if the
actual quadrotor differs from the model, precision is lost and the controller is no longer effective [6]

• Disturbance Rejection and Robustness: Handling external disturbances (wind, ground effects) and
unmodeled dynamics is a persistent difficulty for traditional controllers. A basic PID has no explicit
mechanism to reject unseen disturbances. Similarly, an optimal LQR regulator designed for a specific
operating point can perform poorly if the system is pushed outside that regime or if specific disturbances
push the state into nonlinear region.

• Gain Tuning and Stability Margins: Practical implementation of PID controllers on a quadrotor requires
careful tuning of gains (PID variables) to achieve a balance between responsiveness and stability. This
tuning process is labor-intensive and often needed to be repeat multiple times for different conditions
or platform. A PID tuned for hover, may not work optimally for fast forward flight or aggressive
maneuvers, leading to oscillations or slow response if not re-tuned. Furthermore, there is systematic
way to tune PIDs for multi-axis coupling; engineers often resort to trial-and-error or heuristic methods
which do not guarantee optimal performance.

In light of these issues, many recent studies have critically evaluated classicl control methods on drones
and often concluded that while PID, LQR, and other control methods work well in basic conditions, they
struggle in advanced or unanticipated situations. [6]

2.3 � Basic Theory of Reinforcement Learning

2.3.1 � Markov Decision Process (MDP) Theoretical Framework
A Markov Decision Process (MDP) is a mathematical framework used in reinforcement learning to model
and analyze an agent’s decision‐making process within an environment. MDPs provide a formal means
of describing the interaction between agent and environment, and furnish the theoretical foundation for
the design and evaluation of reinforcement learning algorithms.

Within an MDP, the agent’s goal is to identify a policy 𝜋, which prescribes for each state the action that
maximizes the expected cumulative discounted reward starting from that state. The cumulative discounted
reward (often called the return) 𝐺𝑡 is defined as

𝐺𝑡 = ∑
∞

𝑘=0
𝛾𝑘𝑅(𝑠𝑡, 𝑎𝑡, 𝑠𝑡+1)

where 𝑠𝑡 and 𝑎𝑡 represent the state and action at time 𝑡 respectively. 𝑆 denotes the state space, i.e., the set
of all possible states. Each state 𝑠 ∈ 𝑆 describes a specific configuration of the environment. 𝐴 denotes
the action space, i.e., the set of all possible actions. Each action 𝑎 ∈ 𝐴 is an operation that the agent can
execute in a given state.

𝑃(𝑠′ | 𝑠, 𝑎) denotes the state-transition probability: given the current state 𝑠 and action 𝑎, it is the
probability of transitioning into the next state 𝑠′.

𝑅(𝑠, 𝑎, 𝑠′) denotes the reward function: the immediate reward the agent receives after taking action 𝑎 in
state 𝑠 and transitioning to state 𝑠′.
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𝛾 is the discount factor, a number ∈ [0, 1] that determines the present value of future rewards. 𝛾 = 0 means
only immediate rewards matter, while 𝛾 = 1 treats future rewards as equally important as immediate
rewards.

To evaluate a policy, we introduce the state-value function and the action-value function:
• State-value function 𝑉 𝜋(𝑠): under policy 𝜋, the expected cumulative discounted return starting from

state 𝑠.
• Action-value function 𝑄𝜋(𝑠,𝑎): under policy 𝜋, the expected cumulative discounted return starting from

state 𝑠, taking action 𝑎, and then following 𝜋.

These two functions satisfy the following Bellman equations:

𝑉 𝜋(𝑠) = max
𝑎

[𝑅(𝑠, 𝑎, 𝑠′) + 𝛾 ∑
𝑠′

𝑃(𝑠′ | 𝑠, 𝑎)𝑉 𝜋(𝑠′)]

𝑄𝜋(𝑠,𝑎) = 𝑅(𝑠, 𝑎, 𝑠′) + 𝛾 ∑
𝑠′

𝑃(𝑠′ | 𝑠, 𝑎)𝑉 𝜋(𝑠′)

Here, ∑𝑠′  denotes summation over all possible next states 𝑠′.

An MDP (Markov Decision Process) provides a theoretical foundation for reinforcement learning by
formalizing the agent’s decision-making problem. By specifying states, actions, transition probabilities,
and rewards, one can construct models to evaluate and optimize policies to maximize cumulative return.

2.3.2 � Core Concept of Reinforcement Learning
Reinforcement Learning (RL). Reinforcement learning is a machine-learning paradigm that studies how an
agent should act in an environment in order to maximize its cumulative reward. Its core idea is to learn an
optimal policy through trial-and-error, enabling the agent to make optimal decisions in the environment.

Agent and Environment. In this project, the agent is the drone attitude-control system, whose objective
is to regulate motor outputs to maintain or change the vehicle’s attitude for balance. The environment
comprises the drone’s physical hardware, sensors (e.g., IMU), actuators (e.g., motors), and the external
operating conditions (e.g., airflow, wind speed).

State. A state represents the drone’s instantaneous information at a given time, including attitude angles
(roll 𝜑, pitch 𝜃, yaw 𝜓), angular rates (𝑝, 𝑞, 𝑟), as well as position and linear velocity, etc. These quantities
are provided by the IMU and other onboard sensors.

Action. An action is the control applied by the agent to the environment. In this drone setting, actions
correspond to adjusting the rotational speeds of the four motors to generate different lift and torques,
thereby changing or maintaining the drone’s attitude.

Reward. The reward 𝑟 r is feedback from the environment in response to the agent’s behavior. For
an attitude-stabilization task, the reward function can be designed using factors such as attitude error,
angular-rate magnitude, and motor power. For example, higher rewards can be given when the attitude is
close to the target and angular rates are small; conversely, large attitude errors or excessive angular rates
can incur lower rewards or penalties.

Policy. A policy specifies the rule by which the agent selects actions given a state. In this project, the
policy is represented by a deep neural network that takes the current drone state as input and outputs the
corresponding action (motor-speed adjustments). Using a reinforcement-learning algorithm (e.g., PPO),
the policy is iteratively updated and optimized to increase cumulative reward.
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Value Function. The value function evaluates the expected long-term cumulative reward of being in a
particular state under the current policy. It helps the agent assess state quality and thus guides the selection
of better actions.

Action-Value Function. The action-value function (or Q-function) evaluates the expected long-term
cumulative reward of taking a particular action in a given state and then following the current policy
thereafter. This helps the agent choose optimal actions for specific states.

Discount Factor. The discount factor 𝛾 balances immediate and future rewards. In attitude stabilization,
choosing an appropriate 𝛾 allows the agent to prioritize immediate stability while also accounting for
longer-term flight performance.

Exploration and Exploitation. Exploration refers to trying novel actions to discover control strategies that
may yield higher rewards; exploitation refers to leveraging the current best-known strategy to maximize
cumulative reward.

3 � PPO Algorithm
3.1 � Introduction
Proximal Policy Optimization (PPO) is an optimization algorithm for training reinforcement-learning
models that aims to improve the stability and reliability of policy updates. In standard policy-gradient
methods, an update can push the policy distribution too far, which destabilizes training. PPO introduces a
constraint that keeps each update within a bounded range, thereby improving both training stability and
sample efficiency.

The motivation for PPO is the difficulty of controlling the update magnitude in policy-gradient methods.
In traditional approaches, the step size critically affects stability: a step that is too large causes excessive
policy shifts and instability, while a step that is too small leads to slow convergence. PPO incorporates the
notion of a trust region, constraining the difference between the new and old policies during each update
(e.g., via clipping or a KL-penalty), thus avoiding these problems.

3.1.1 � Background and Motivation of PPO
In reinforcement learning, taking unconstrained policy gradient steps can lead to overshooting – exces-
sively large updates that destabilize training [7]. Trust Region Policy Optimization (TRPO) (Schulman et
al., 2015) addressed this by enforcing a constraint on the Kullback–Leibler (KL) divergence between the
new and old policies, thereby limiting how far the policy can move in a single update.

The motivation for PPO is the difficulty of controlling the update magnitude in policy-gradient methods.
In traditional approaches, the step size critically affects stability: a step that is too large causes excessive
policy shifts and instability, while a step that is too small leads to slow convergence. PPO incorporates the
notion of a trust region, constraining the difference between the new and old policies during each update
(e.g., via clipping or a KL-penalty), thus avoiding these problems. In theory one could add a large penalty
for KL divergence to achieve the same effect, but the theoretically recommended penalty coefficient would
force impractically small step sizes [8]. TRPO’s hard KL constraint provides a reliable way to take larger
steps without overshooting, ensuring each update improves performance monotonically under a trust
region limit.

Proximal Policy Optimization, introduced by Schulman et al. in 2017, is a first-order optimization approach
that retains the benefits of TRPO’s trust region method while being much simpler to implement. PPO
achieves performance on par with or better than TRPO in many tasks (e.g. Atari games), yet it avoids
TRPO’s complex second-order optimization, making it computationally more efficient [9]. The core idea
of PPO is to keep policy updates within a safe region around the old policy (hence “proximal”) using a
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modified objective function that can be optimized with standard stochastic gradient descent techniques
(e.g. Adam). Schulman et al. proposed two main variants of PPO’s surrogate objective: one that uses an
adaptive KL penalty and one that uses a clipped probability ratio.

3.1.2 � Core Principals and Mathematical Derivation of PPO
TRPO derives a theory-backed update rule that contains each policy step using a KL-divergence-
based trust region, yielding conservative updates with monotonic improvement guarantees. In practice,
however, directly penalizing the KL term can be overly stringent and lead to very small steps unless the
penalty weight is carefully tuned. Moreover, a single penalty coefficient that works across tasks, or even
across phases of training on the same task, can be hard to pick. [8]

A useful way to describe the KL-penalized step is:

Δ𝜃∗ = arg max
Δ𝜃

𝐿𝜃+Δ𝜃 − 𝛽𝐷KL(𝜋𝜃 ‖ 𝜋𝜃+Δ𝜃)

where 𝐿 is the policy gradient term and 𝛽 > 0 is the KL penalty coefficient. The central difficulty is
choosing 𝛽 so that updates are neither too timid nor aggressive. [8]

With PPO, one widely used variant (PPO Clip) replaces the explicit KL penalty with a clipped probability-
ratio objective. Let

𝑟𝑡(𝜃) =
𝜋𝜃(𝑎𝑡 | 𝑠𝑡)

𝜋𝜃old
(𝑎𝑡 | 𝑠𝑡)

, 𝐴𝑡 an advantge estimate

and choose a small clipping hyper-parameter 𝜀. The clipped surrogate is

𝐿clip(𝜃) = 𝔼[min(𝑟𝑡(𝜃)𝐴𝑡,  clip(𝑟𝑡(𝜃), 1 − 𝜀, 1 + 𝜀)𝐴𝑡)]

if 𝑟𝑡 tries to move outside of [1 − 𝜀, 1 + 𝜀], the term is surrogated, so pushing further gives no extra
improvement in the objective (the gradient contribution vanishes in those regions). Intuitively, positive
advantage actions can only be up-weighted to about 1 + 𝜀 times their old probability, and negative actions
can only be down-weighted to about 1 − 𝜀. This prevents oversize policy jumps while still permitting
meaningful changes. The original PPO paper shows that clipping yields a conservative lower bound on
the unconstrained objective.

PPO clipped is generally preferred as it’s much easier to implement while still maintaining trust region like
behavior. The original study also found PPO clipped to be more stable and generally better-performing
than PPO penalty (another variant that relies on an adaptive KL penalty, but due to relevance, I will not
go too deep into how it works) across multiple benchmarks.

3.1.3 � Construction and Optimization of Objective Function
Within PPO, the objective function is commonly a clipped function, to control the steps of policy updates.

𝐿clip(𝜃) = 𝔼[min(𝑟𝑡(𝜃)𝐴𝑡,  clip(𝑟𝑡(𝜃), 1 − 𝜀, 1 + 𝜀)𝐴𝑡)]

where, 𝑟𝑡(𝜃) = 𝜋𝜃(𝑎𝑡 | 𝑠𝑡)
𝜋𝜃old

(𝑎𝑡 | 𝑠𝑡)
 is the probability, 𝐴𝑡 is the advantage estimate, 𝜀 is the super parameter for

the clipping region. This objective function guarantees the steps taken won’t be overly aggressive, which
improves stability.

Update the policy parameters 𝜃 by performing gradient ascent to maximize the clipped objective. At each
update, compute the policy loss 𝐿clip(𝜃), then use backpropagation to obtain the gradients and apply an
optimizer to update the parameters of the policy network.
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Objective Function Construction and Optimization process for Value Function Update

The goal of updating the value function is to make its predictions as close as possible to the ground truth
values. This is typically achieved by minimizing the mean squared error between the predicted value and
the actual target. Specifically, the optimization objective for the value function is:

𝐿VE(𝜃) = 𝔼𝑡[(𝑉𝜃(𝑠𝑡)−𝑉target(𝑠𝑡))
2]

where 𝑉target(𝑠𝑡) is the target value, often computed using a smoothed advantage estimate. The value-
function parameters 𝜑 are then updated by gradient descent to minimize this mean squared error loss at
every step.

4 � Application and Design of PPO in Drone Attitude Control
4.1 � Experimental Envrionment
In this project, I have chosen the CQ230 Open Source Drone Development Kit as our platform. This kit
combines a Raspberry Pi 4B with a Pixhawk 2.4.8 flight controller (FC) to form a compact quadrotor. The
Pixhawk FC runs the open source ArduPilot firmware, while the Raspberry Pi hosts development tools.
Together, these features make the CQ230 kite ideal for my project.

4.1.1 � Overall Setup
The drone design comprises two main aspects: the structural design and the electrical design. The CQ230
kit provides all necessary hardware components, allowing us to focus primarily on algorithm implemen-
tation and system integration.

4.1.2 � Structural Design
The CQ230 drone kit uses a custom designed anti-collision frame as its structural backbone.

Figure 4: Top down view of the drone

The frame has a 230 mm diagonal motor spacing in a symmetric quadcopter layout. The overall dimen-
sions are approximately 350 by 360 by 300 mm, and the fully assembled weight is around 612 grams.
This compact, lightweight design enables operation in confined, indoor spaces. In summary, the CQ230’s
structural design balances miniaturization and robustness, providing a reliable hardware foundation for
our experiments.
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4.1.3 � Hardwares

Name Image Description

Pixhawk
2.4.8 Flight
Controller

Acts as the drone’s brain. It features a 32-bit
STM32F427 processor, an onboard BMP561
barometer, and multiple I/O ports.

Raspberry
Pi 5B

Serves as the companion computer, run-
ning Ubuntu with pre-installed libraries. It
handles high-level tasks such as computer
vision, path planning, and network commu-
nication.

Brushless
Motors
(2205)

Four 2205-series brushless motors paired
with 5045 propellers deliver thrust and ma-
neuverability.

Electronic
Speed
Con-
trollers (30
A ESC)

Each motor is controlled by a 20 A ESC,
which receives PWM signals from the Pix-
hawk and precisely regulates motor RPM.

Battery
(4S, 16.8V
2300 mAh)

A single 4S battery provides enough power
to sustain 7 minutes of flight.
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Name Image Description

Power
Module
(Ledi Mini
Pix)

Distributes battery power to the FC and
provides voltage/current telemetry back to
the FC for low-voltage warnings and failsafe
logic.

Opti-
cal Flow
Sensor
(MF-01)

Combines a downward-facing optical flow
camera with a laser/ultrasonic rangefinder
to provide position and height feedback.

GPS Mod-
ule (Ublox
M8N)

Provides outdoor GNSS positioning with 2-3
m horizontal accuracy.

Teleme-
try Radio
(CUAV Wi-
Fi Module)

Establishes a Wi-Fi link between the FC and
ground station.

RC Trans-
mitter/Re-
ceiver (Fly-
Sky FS-i6)

A 6-channel 2.4 GHz transmitter and re-
ceiver allow manual control during testing
and a range up to 700 meters.

Buzzer
(BB Alarm
Buzzer)

Signals various flight events through audible
alerts.

4.1.4 � Software Environment and Simulation Setup
Operating system: On the drone, a Raspberry Pi 5B is used, with Ubuntu 24 installed, combined with
Pixhawk to realize the control of the drone. Ground station uses: Windows + Anaconda + PyCharm/
VScode. Programming language and toolchain: Python is used for the development of the PPO algorithm,
and reinforcement learning libraries such as Stable-Baselines3 are used to accelerate implementation.
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Simulation platform: A UAV dynamics simulation environment based on PyBullet is constructed for
algorithm training and preliminary verification.

4.2 � Reinforcement Learning Framework Design

4.2.1 � Action Space and State Space Definition
The action space A is defined as:

𝐴 = [Δ𝜔1, Δ𝜔2, Δ𝜔3, Δ𝜔4]

where:
• Δ𝜔1, Δ𝜔2, Δ𝜔3, Δ𝜔4 represent the variations in the rotational speeds of the four motors.
• The range of rotational speed variation is [−0.08, 0.08], expressed in terms of relative changes in

rotational speed. This formulation facilitates exploration and learning for the reinforcement learning
algorithm.

def __init__(self):
    super(DroneGymEnv, self).__init__()

    # Define State Space
    self.state_dim = 15
    self.state_space = Box(low=-np.inf, high=np.inf, shape=(self.state_dim,),
dtype=np.float32)

    # Define Action Space
    self.action_dim = 4
    self.action_space = Box(low=-0.08, high=0.08, shape=(self.action_dim,),
dtype=np.float32)

4.2.2 � Reward Function
The design of the reward function is crucial for the performance of reinforcement learning algorithms. In
the task of attitude stabilization control of drones, the reward function 𝑅 is defined as:

𝑅 = 𝛼𝑅1 + 𝛽𝑅2 + 𝛾𝑅3 + 𝛿𝑅4 + 𝜀𝑅5

• 𝑅1: Positional deviation reward: 𝑅1 = − |𝑥 − 𝑥target| − |𝑦 − 𝑦target| − |𝑧 − 𝑧target|
• 𝑅2: Velocity reward: 𝑅2 = − |𝑣𝑥| − |𝑣𝑦| − |𝑣𝑧|
• 𝑅3: Attitude reward: 𝑅3 = − |𝜃| − |𝜑| − |𝜓|
• 𝑅4: Angular velocity reward: 𝑅4 = − |𝜔𝑥| − |𝜔𝑦| − |𝜔𝑧|
• 𝑅5: Control effort reward: 𝑅5 = − |Δ𝐹1| − |Δ𝐹2| − |Δ𝐹3| − |Δ𝐹4|

Here, 𝛼, 𝛽, 𝛾, 𝛿, 𝜀 are the weighting coefficients. Their relative weighting is set such that:

𝛾 > 𝛼, 𝛽, 𝛿 > 𝜀

which ensures attitude stability is prioritized.

def _calculate_reward(self, state, action):
    # Extract information
    x, y, z, v_x, v_y, v_z, pitch, roll, yaw, omega_x, omega_y, omega_z, wind_x, wind_y,
wind_z = state
    delta_omega1, delta_omega2, delta_omega3, delta_omega4 = action  # 动作

    # Components
    r_position = - (abs(x) + abs(y) + abs(z))
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    r_velocity = - (abs(v_x) + abs(v_y) + abs(v_z))
    r_attitude = - (abs(pitch) + abs(roll) + abs(yaw))
    r_angular_velocity = - (abs(omega_x) + abs(omega_y) + abs(omega_z))
    r_action = - (abs(delta_omega1) + abs(delta_omega2) + abs(delta_omega3) +
abs(delta_omega4))

    # Overall
    reward = 0.1 * r_position + 0.2 * r_velocity + 0.3 * r_attitude + 0.3 *
r_angular_velocity + 0.1 * r_action

    return reward

In the experiments, the weighting parameters will be tuned according to the specific tasks and environ-
mental conditions of the drone, in order to achieve optimal control performance. The reward function
is designed to comprehensively account for the drone’s position, velocity, attitude, angular velocity, and
control effort, thereby guiding the drone toward stable flight in complex environments.

4.2.3 � Model Evaluation

Figure 5: Learning rate distribution for different parameter groups

This Figure illustrates the distribution of learning rates across different parameter groups in the optimizer.
It can be observed that all parameter groups share a constant learning rate of 0.0003, indicating that the
optimizer adopts a unified learning rate strategy. Such a configuration helps maintain convergence and
stability during training, preventing instability that may arise from large discrepancies in learning rates.
The choice of 0.0003 was based on preliminary hyper parameter tuning experiments, where this value
consistently delivered good performance—striking a balance between rapid convergence and avoiding
oscillations caused by excessively large update steps. Future work may explore dynamic learning rate
adjustment strategies, such as learning rate decay or adaptive learning rate methods, to achieve better
performance across different training stages.
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Figure 6: First moment estimation (exp_avg)

This figure shows the histogram of the frequency distribution of exp_avg values, where the horizontal
axis represents the exp_avg values and the vertical axis represents frequency. The results indicate that
most exp_avg values are concentrated around zero, forming a sharp peak. This distribution suggests
that the algorithm tends to reduce the magnitude of policy updates during training, thereby promoting
more stable policy improvement. The sharpness of the distribution also implies relatively low variance
in updates, which benefits learning efficiency and stability. However, such a distribution may limit the
algorithm’s ability to explore new strategies, since most update steps are small. Future research may
focus on balancing exploration and exploitation to enhance adaptability and flexibility in more complex
environments.

Figure 7: Frequency distribution histogram of exp_avg_sq values

This figure presents the histogram of the frequency distribution of exp_avg_sq values. The results show
an even sharper concentration around zero, with nearly all estimates clustered extremely close to zero.
This highly concentrated distribution indicates effective control over the second-moment estimates of
policy updates, which likely helps reduce variance in updates and further improves training stability.
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Figure 8: The number of training steps corresponding to each parameter index

This figure depicts the number of training steps corresponding to each parameter index. The data reveal
that all parameters were updated at a relatively stable rate of approximately 14700 steps, suggesting
balanced updates across all model parameters. Such uniformity ensures that every parameter receives
sufficient training, thereby preventing under-trained parameters from degrading overall model perfor-
mance.

In this setup, the total number of time steps was set to 95000, with a fixed learning rate of 0.0003 to
ensure stable learning. The discount factor was set to 0.99 to balance the importance of immediate and
future rewards. For variance reduction and bias improvement, we adopted the Generalized Advantage
Estimator (GAE) with 𝜆 = 0.95. The entropy coefficient was set to 0 to avoid encouraging randomness
during training, while the value function coefficient was set to 0.5 to balance updates between policy
and value function. To prevent gradient explosion, the maximum gradient norm was clipped at 0.5. Each
training iteration used a batch size of 64, with 10 epochs per update. Finally, the clipping range of PPO
was set to 0.2, limiting policy update magnitude to further enhance training stability.

Figure 9: Histogram of Model Weights

This figure reveals that the weight values are primarily concentrated around zero and approximately
follow a normal distribution, with the highest frequency occurring between −1 and 1. This distribution
indicates that the model weights were effectively regularized during training, which helps prevent over-
fitting and improves generalization. Moreover, maintaining a well-balanced weight distribution is crucial
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for model performance and stability, since excessively large or small weights can lead to overfitting or
underfitting.

Figure 10: Training Progress - Rewards

PPO training exhibits an early exploratory phase followed by convergence; Reward 1 and Reward 5
dominate in magnitude and stability (≈ 450) in later training, indicating their primary role in optimizing
drone attitude stabilization, while other reward terms contribute less.

Figure 11: Training Progress - Episode Length

Episode lengths show high variability during exploration but converge to stable values across all five
episode types as training proceeds, indicating policy maturation and consistent task performance.
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4.3 � Experimentation

4.3.1 � Simulation Verification

Wind Level Wind Speed (unit: m/s)

level 0 0

level 1 [0.3, 1.5]

level 2 [1.6, 3.3]

level 3 [3.4, 5.4]

level 4 [5.5, 7.9]

level 5 [8.0, 10.7]

* There are more levels, but for the purposes of this research, up to level 5 is enough.
Table 1: Wind Levels up to 5

To comprehensively evaluate the performance of Proximal Policy Optimization (PPO) versus a conven-
tional PID controller for drone attitude stabilization, we conducted a set of simulation experiments in the
PyBullet environment. Simulations covered a range of wind conditions from Beaufort-scale equivalent
level 0 to level 5 (approximately 0 to 8.0 m/s). For each wind condition we recorded key performance
metrics, including attitude angles (pitch, roll, and yaw), position error, angular velocities, and control
command magnitudes. These measurements were used to quantify stability, tracking accuracy, control
effort, and robustness to aerodynamic disturbance.

Figure 12: PyBullet Simulation Demonstration
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Figure 13: PyBullet Simulation with 0 Wind Speed

Figure 14: PID at 0.3m/s Figure 15: PID at 3.4m/s Figure 16: PID at 8.0m/s

Figure 17: PPO at 0.3m/s Figure 18: PPO at 3.4m/s Figure 19: PPO at 8.0m/s

In simulations with progressively increasing wind speed, the PPO controller exhibited superior attitude
stability. Even under strong winds equivalent to Beaufort scale 5 (≈ 8.0 m/s), attitude deviations remained
within ±5°, whereas the PID controller’s attitude excursions under the same conditions expanded to
approximately ±15°. This indicates that PPO substantially improves disturbance rejection and reduces the
accumulation of attitude error in adverse aerodynamic conditions.

Position-error measurements further confirm PPO’s advantage. Across wind levels, the PPO-controlled
vehicle maintained lower position deviations. For example, under level-3 winds (≈ 3.4– 5.4 m/s), the
mean position error with PPO was only 0.8m, compared with 1.5m for PID control. This improvement
is attributable to PPO’s capacity for timely corrective actions and more precise compensation for wind
disturbances, enabling the vehicle to track the target position more closely during gusty flight.pics/
experiment_materials.png
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4.3.2 � Physical Experimentation

Figure 20: Materials

Figure 21:  PID at Level 3 Wind Figure 22:  PPO at level 3 Wind

Due to environmental constraints and the power limitations of household fans, the UAV state under level-3
wind conditions.

Figure 23: Attitude Angle of PID
at Level 0 Wind

Figure 24: Attitude Angle of PID
at Level 3 Wind

Figure 25: Attitude Angle of PPO
at level 3 Wind

Under no-wind conditions, the drone’s horizontal displacements in both the X and Y axes were tightly
regulated, with mean values effectively zero and a standard deviation of approximately 0.10m. Altitude
was held stably at the 1.0m setpoint with only minor fluctuations (standard deviation ≈ 0.5m). Under
natural level-3 winds, the horizontal displacement variability increased markedly: the standard deviation
in X and Y rose to ≈ 0.3m, indicating degraded position stability; altitude remained centered on 1.0 m
but with an increased standard deviation of ≈ 0.10 m. When controlled by the reinforcement-learning
(PPO) controller, however, the drone’s positional performance under level-3 winds improved substantially:
horizontal displacement standard deviations were reduced to ≈ 0.15m in both X and Y, and altitude
fluctuation was constrained to a standard deviation of ≈ 0.07m. These results demonstrate the superiority
of the learned controller in maintaining precise position and altitude in moderately windy conditions,
reinforcing its suitability for disturbance-robust drone operation.
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Figure 26: Positional Offset of PID
at Level 0 Wind

Figure 27: Positional Offset of PID
at Level 3 Wind

Figure 28: Positional Offset of
PPO at level 3 Wind

With no wind, the drone’s 𝑥 and 𝑦 displacements were tightly regulated, with mean values effectively 0
and a standard deviation of approximately 0.1m. Altitude was held stably at the 1.0m setpoint with minor
fluctuations (standard deviation ≈ 0.5m). When exposed to natural level-3 wind, horizontal variability
increased. The standard deviation in 𝑥 and 𝑦 rose to around 0.3m, indicating degraded lateral position
stability; altitude remained centered on 1.0m, but with a increased standard deviation of about 0.1m. By
contrast, the reinforcement-learning controller substantially mitigated these disturbances. Under the same
level-3 wind, 𝑥 and 𝑦 standard deviation were reduced to approximately 0.15m, and altitude variability
was constrained to a standard deviation of 0.07m. These results highlight the learned controller’s superior
ability to provide precise positional regulation in moderately windy conditions and demonstrate its
potential to improve disturbance-robust operation.
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5 � Conclusion and Outlook
5.1 � Summary of Research Results
This study compared a learned controller (PPO) against a conventional cascaded PID baseline for attitude
stabilization and position holding on a small quadrotor platform (CQ230-style hardware in simulation).
Key findings are:

• Attitude stability under wind. In progressively stronger simulated winds PPO maintained attitude
excursions within ±5° at ≈ 8.0m/s, whereas the tuned PID’s excursions grew to roughly ±15° under
the same conditions.

• Position accuracy. Under level-3 winds (≈ 3.4 − 5.4m/s) the PPO policy produced a mean position error
of ∼ 0.8m versus ∼ 1.5 m for PID; horizontal displacement standard deviations improved from ∼ 0.30
m under PID to ∼ 0.15m under PPO. Altitude variability also reduced from ≈ 0.10m with PID to ≈
0.07m with PPO.

• Practical observation. PPO’s advantage stems from its ability to (1) implicitly learn nonlinear compen-
sation for wind and actuator effects, (2) optimize multi-objective trade-offs encoded in the reward, and
(3) generalize across a range of simulated disturbances when trained with sufficient scenario variety.

These results demonstrate that reinforcement learning, when carefully trained, can improve robustness
and stability for small consumer drones relative to traditional control tuned around a single operating
point.

5.2 � Deficiencies and Future Work
All experiments used simulated wind (PyBullet) and household-fan test with limited uniformity and
power. The learned policy may not directly transfer to physical hardware without domain randomization,
system identification, or real-world fine tuning. Also, the simulator and the household wind setup do not
fully reproduce turbulent, spatially varying wind fields, ground effect, or detailed propeller aerodynamics.
These unmodeled effects can degrade real-world performances of PPO.

Also, due to using Reinforcement Learning Algorithms, important safety behaviors require additional
verification, fallback controllers (which still have to be tuned), or runtime monitors. Also, training required
many interactions: on-board learning or frequent re-training is impractical unless sample efficiency
improves or efficient online adaptation schemes are implemented. Additionally, deploying neural network
policies onboard requires attention to latency, quantization, and computational power on embedded plat-
forms. Performance depends strongly on reward engineering. Learned behaviors can be brittle if reward
terms are misaligned. Interpreting why a learned policy behaves a certain way also remains difficult.
Experiments covered a finite set of wind magnitudes and conditions. Generalization to all other payloads,
motor faults, and extreme maneuvers was not evaluated, and therefore lead to degraded performances in
those scenarios.

Therefore, some suggested next steps includes:
• Add domain randomization (mass, sensor noise, delay, wind patterns) and system identification to

narrow simulation-to-real gap.
• Explore more hybrid architectures (such as PPO with PID/LQR as fallback) in the case of PPO failure.
• Investigate explainability tools and systematic ablation studies to better understand reward-term

contributions.
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